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Hardware Implementation of Sudoku, Optimal 
Sudoku, Sky-Scrapper, Novel Shade Dispersion and 

Magic Matrix Shifting PV Reconfiguration Techniques 
With MPPT Algorithm to Enhance Maximum Power

Vinaya CHAVAN, Suresh MIKKILI, and Gaurav KUMAR

Abstract—This research paper investigates the performance 
of reconfiguration methods by integrating the MPPT algorithm. 
This study examines the performance of various PV array recon-
figuration techniques based on power extraction, efficiency, and 
reliability. The effectiveness of reconfiguration methods has been 
evaluated through simulation, followed by hardware experimen-
tation under partial shading cases. The methodology involves im-
plementing and testing conventional TCT and other physical PV 
array reconfiguration methods by integrating the P&O MPPT 
algorithm with each reconfiguration method, and the perfor-
mance of the combined system is evaluated under voltage and 
current curves, power extraction, MPPT tracking efficiency, and 
% steady state oscillations. Hardware experiments validate the 
proposed approach using a PV system prototype. 

Index Terms—Maximum power point, novel shade dispersion 
and magic matrix shifting PV reconfiguration techniques, optimal 
Sudoku, shading conditions, sky-scrapper, Sudoku.

I. Introduction

THE photovoltaic (PV) system is a potential renewable 
energy technology for electricity production. However, 

solar radiation, temperature, and partial shade may substantial-
ly impact their effectiveness. Due to the difference in power 
output between shaded and unshaded modules within a PV 
array, partial shading circumstances, in particular, may result in 
significant power losses.

Different strategies have been devised to minimize the nega-
tive impacts of partial shade and improve the power generation 
from PV arrays. Reconfiguration is one solution to enhance 
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power extraction through shade dispersion. Under shading cir-
cumstances, using MPPT tends to make the PV system work 
at its maximum power point (MPP). The Perturb and Observe 
(P&O) algorithm is a popular MPPT algorithm for its efficien-
cy, simplicity, and compatibility. The static reconfiguration 
approach includes reconfiguring the panel position of PV mod-
ules to distribute shade. 

MPPT algorithms significantly increase the efficiency of PV 
systems by continuing to monitor and maintain the PV array’s  
MPP. The researcher discusses various MPPT methods, like input  
variables based on conventional MPPT methods, intelligent 
MPPT methods, optimization-based MPPT methods and hybrid  
MPPT methods by combining two or more MPPT methods. 
The performance of MPPT integration is compared based 
on their tracking speed, control of external variations, power  
efficiency, algorithm complexity, implementation cost, etc.  
[1]-[2]. The MPPT system extracts the maximum obtainable 
power by adjusting the operating point to ensure maximum 
energy extraction, compensating for changes in temperature, 
shading, and other environmental factors. The P&O algorithm  
is comprehensively researched and employed to track maximum  
power in PV systems.

The research in [3] combines fractional short-circuit cur-
rent measurement with the P&O technique to enhance the 
accuracy and efficiency of MPPT. It offers improved tracking 
performance and eliminates the need for additional sensors to 
develop a cost-effective solution for PV systems. Authors in  
[3] introduce an improved adaptive P&O method focusing on 
enhancing the performance of the power tracking by incorpo-
rating adaptive step size and modified perturbation strategies. It 
aims to achieve faster and more efficient MPPT under varying 
environmental circumstances. [4] explores the integration of 
an improved P&O algorithm with artificial bee colony optimi-
zation to enhance the P&O method’s effectiveness in tracking 
the extreme power under shading situations. The research in [5] 
aims to assess the impact of PSC on the P&O algorithm’s per-
formance and provides insights into mitigating cross-coupling 
effects for efficient MPPT operation in PV systems. Therefore, 
this P&O method has been selected for research.

The PV array reconfiguration static and dynamic reconfig-
uration approaches for mitigating partial shading influence 



122 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 10, NO. 2, JUNE 2025

process pertain to modifying the spatial arrangement of pho-
tovoltaic modules in an array [6]. It can be done electrically or 
physically. The number of modules and configuration depend 
on the desired system capacity and available space. There are 
various sensor-less PV array reconfiguration methods like 
shifting-based reconfiguration, Sudoku (SK) [6] optimal Su-
doku (OSK) [7], [8] improved versions of Sudoku methods 
[9]-[11] square puzzle-based reconfigurations, dominance 
square (DS) [12], competence square (CS) [13] magic square 
puzzle based [14] and other reconfigurations, skyscraper re-
configuration (SS) Lo Shu technique [15] recently proposed 
reconfigurations[11], [16], [17], novel shade dispersion 
method (NSD) [18], [19], magic matrix shifting (MMS) [20]  
etc. The above-mentioned concept presents many potential 
advantages, including optimizing energy generation by redis-
tributing the shading effect. For conventional configuration, 
conventional MPPT fails under partial shading conditions. 
Therefore, in recent years, reconfiguring a PV array by inte-
grating the MPPT algorithm with an available PV system has 
attracted substantial interest in improving power extraction 
under partial shade situations.

This work has focused on designing and optimizing recon-
figuration circuits, creating control algorithms, and assessing 
reconfigured PV system performance when connected to 
MPPT under various shading patterns. 

The research objective is to investigate the performance 
of the conventional TCT configuration and static PV array 
reconfiguration techniques when integrated with perturb and 
observe the P&O MPPT algorithm. The study aims to evaluate 
the effectiveness of different static reconfiguration techniques 
in enhancing the power output and the effect of reconfiguration 
on the performance of the P&O MPPT algorithm. The results 
of this research will help to understand how to effectively use 
static PV array reconfiguration strategies for maximizing pow-
er extraction efficiency in actual applications.

This work proposed two novel methods (MMS and NSD) to 
reconfigure the 4×4 PV array to extract the maximum power 
under partial shading conditions. The novelty of work is:

1. Dynamic performance of reconfiguration has been exam-
ined through hardware implementation validation and analysis  
of I-V and P-V curves for all considered reconfiguration  

methods. 
2. This work is implemented using the 8-bit AVR microcon-

troller, which is an effective solution for practical implementa-
tion compared to other microcontrollers like DSP or FPGA. 

II. Modeling of PV System 
Fig. 1 shows the reconfigured PV array with the MPPT al-

gorithm to provide the pulse to boost converter which transfers 
power to the load. MPPT optimizes the power output of the PV 
module. This paper focuses on the various techniques used in a 
PV array reconfiguration with different shading conditions that 
integrate the MPPT algorithm.

A. Reconfiguration of Photovoltaic Array

In this paper, a sensor-less PV array reconfiguration has been 
deliberated. Panels are exchanged according to OSK, SS, and 
the recently proposed MMS reconfiguration. For comparison, 
the proposed methods with a conventional TCT configuration  
have been used. The panel position for all the methods is 
shown in Fig. 2. Table I contains the comparison and required 
formula for MPPT integration. For NSD and MMS reconfigu-
ration, algorithms are given below:

Step 1: Submatrix Dimensions (NSD and MMS)
m is number of rows, n is number of columns, and a is total 

number of elements such that a = m × n.
Thus, the matrix M is an m × n matrix.
Initially, Mi,j=0, 
Where, 1 ≤ i ≤ m and 1 ≤ j ≤ n
For NSD: m < n
For MMS:  m > n
Step 2: Filling the submatrix (NSD and MMS):
Start at the first position M1,1 and begin placing num-

bers from 1 to a, incrementing the row and column indices. 
Feed-forward rule: After placing number k in position Mi,j, 

I

L
C C

V

I

Fig. 1. The architecture of the PV array reconfiguration with MPPT.

Fig. 2. PV array topology under Case-I shading condition. (a) TCT, (b) OSK, (c) 
SS, (d) NSD, (e) MMS.
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TABLE I
Comparasion of Various Reconfiguration with MPPT Integration

place number k+1 in the next row and next column. If m < 
n when placing the next number after filling a column, skip 
one column. Position for number k: Let k be the number to be 
placed, 
where, 1 ≤ k ≤ a

For each k value update the row and column indices as:

ik=  + 1,                                     (1)

jk=k-1    mod n + 1                               (2)

Step 3: Skipping columns (NSD and MMS) (if m < n)
If  m < n, then after filling the matrix by moving to the next 

column, we skip one column. 
If jk ≥ n, then instead of moving to jk +1, we place the next 

number in jk+2.

jk = 
jk + 1    if  jk < n
jk + 2    if  jk ≥ n                             (3)

Step 4: Matrix Completion
We continue placing numbers from k = 1 to k = a.

B. Maximum Power Point Tracking (MPPT) Algorithm

The P&O MPPT involves introducing perturbations to the 
voltage or current during operation, in the P-V curve of the 
solar panel, at maximum power, the slope of the curve is zero  

(d
d  = 0). The real-time measurement of the voltage and cur-

rent of the PV panel is done to calculate the slope of the curve. 
Changes in the power (∆PPV) and voltage (∆VPV) are calculated 
using (4) and (5):

∆PPV = Pcurrent - Pprevious                                 (4)

∆VPV = Vcurrent - Vprevious                                 (5)

The decision of duty ratio change of the boost converter is 
made by calculating the slope and region of the P-V curve. If 
∆PPV is greater than zero and ∆VPV > 0, VPV will increase by 
∆Vstep. If ∆VPV < 0, VPV will reduced by ∆Vstep. If ∆PPV is less 
than zero and ∆VPV > 0, VPV will decrease by ∆Vstep to achieve 
MPP. If ∆VPV< 0, VPV will increased by ∆Vstep to achieve MPP. 
The converter output voltage depends on the duty cycle of the 
converter. For the boost converter, if the duty cycle is increased 
then, the output voltage will reduced. In order to transfer the 
maximum power from PV to load, the load impedance and 
source impedance should be equal. To match the impedances, 
a boost converter is used between the source and load. 

Zin = (1-d)2 Zout                                    (6)

where Zin is the input impedance of the boost converter d is 
the duty ratio of the converter switching pulse applied to the 
switch, and Zout is the output impedance of the converter. It is 
observed from (6) that input impedance depends on the duty 
cycle.

The sensors sense the voltage and current of PV, and the 
processed signal is given to the ADC (10-bit) of the AVR mi-
crocontroller calculates the output power PPV, and compares it 

V. CHAVAN et al.: HARDWARE IMPLEMENTATION OF SUDOKU, OPTIMAL SUDOKU, SKY-SCRAPPER, NOVEL SHADE DISPERSION 

Array 
Topology Theoretical Basis Key Formulas Reconfiguration with MPPT Integration

TCT
Interconnects PV modules in a mesh- 
like structure to improve current 
sharing and reduce mismatch losses.

Current sharing: Itied =  
Voltage remains constant:

Vtied = Vmodule

Total array power is:
Parray = Itied× Vtied

MPPT adjusts for optimal power:
ɳMPPT = 

OSK

Ensures a unique arrangement of 
PV modules to minimize mismatch 
losses and balance power under 
fixed shading conditions.

Minimize mismatch loss:
L= (Pavg - P(i,j))2 

The total array power is calculated as:
Parray =  P(i,j)

MPPT ensures:
ɳMPPT = 

SS

Maximizes visibility of PV modules 
to sunlight by placing taller or 
unshaded modules in strategic 
positions.

Maximize visibility:
Pvisible=∑i,jVisible(i,j)×P(i,j)

Visibility impacts total power:
Parray = Pvisible

MPPT adjusts to optimize power as:
ɳMPPT =  

NSD

The submatrix structure equalize 
the row currents. Modules are 
repositioned physically, and 
shading is dispersed logically 
within a column.

Row current equalization:

Irow = 
Achieves logical shifting of rows to satisfy magic 

constant 21 for 2×3 submatrix structure

The total array power is calculated as:
Parray =  PReconfigured i,j 

MPPT extracts maximum power by dynamically 
tracking:

ɳMPPT =  

MMS
The submatrix-based approach 
uses logical shifts and horizontal 
folds (HF) to reposition PV modules.

Submatrix formation:
m × n = a

where a is the total matrix size. Row current 
equalization is achieved using submatrix shifts to 

satisfy the magic number

After reconfiguration, power is:
Parray =  PReconfigured i,j 

MPPT ensures maximum power extraction:
ɳMPPT =  
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to Pprevious. Suppose that Pcurrent >Pprevious, the PWM duty cycle 
is raised to maximize PV panel power. If Pcurrent is smaller than 
Pprevious, the duty cycle is lowered to restore extreme capacity. 

C. DC-DC Converter

DC-DC converters reconfigure the PV module connections 
and voltage levels within the array. These converters enable 
optimal power transfer by adapting the voltage and current 
levels to match the load impedance to the source impedance to 
transfer the maximum power from source to load.

Overall, the PV array reconfiguration with MPPT system 
architecture aims to maximize the energy output of the PV 
array by dynamically optimizing the module connections and 
adjusting the operating point to track the MPP under varying 
environmental conditions.

III. Partial Shading Conditions and Shade Pattern
In PV array reconfiguration, specific shading conditions such 

as Case-I, Case-II, Case-III, and Case-IV are selected to evalu-
ate and optimize system performance under various real-world 
scenarios. Case-I shading simulates typical shadows from 
horizontal obstructions like buildings and trees, while Case-II 
shading assesses edge effects and performance impacts from 
shadows at array corners. Case-III shading represents irregular 

shading patterns from non-uniform obstructions, and Case-
IV shading simulates unpredictable, real-world shading from 
clouds, debris, and temporary obstructions. These real-world 
shading conditions improve the PV array to minimize the mis-
match power loss, hence improving efficiency.

This paper considers four realistic shading conditions. First 
is Case-I, shown in Fig. 3, which has five irradiance levels: 
200 W/m2, 300 W/m2, 400 W/m2, 500 W/m2, and 1000 W/m2. 
Second Case-II shading in Fig. 4 has three levels of irradiation: 
200 W/m2, 400 W/m2, and 1000 W/ m2.  

Case-III shade condition consists of four irradiance levels:  
300 W/m2, 500 W/m2, 700 W/m2, and 1000 W/m2, and RM 
PSC with five irradiance levels: 200 W/m2, 300 W/m2, 400 W/
m2, 500 W/m2 and 1000 W/m2. In Fig. 3 to Fig. 6(a), subfigures 
portray the PSC for TCT configuration and (b), (c), (d), and 
(e). Gives the shade dispersion for OSK, SS, NSD, and MMS 
methods for considering four shading cases.  

The performance of the reconfiguration is investigated with 
the P&O MPPT method based on power tacked by the MPPT 
algorithm, % tracking efficiency of the MPPT algorithm, and 
steady-state power oscillations in percent. The performance is 
investigated and discussed in section four. 

IV. Results and Discussion
The performance of various panel placement topologies 

(a) (b) (c)

(e)(d)

Fig. 3. Case-I shading condition and shade dispersion for (a) TCT, (b) OSK, (c) 
SS, (d) NSD, (e) MMS.  

Fig. 5. Case-III shading condition and shade dispersion for (a) TCT, (b) OSK, (c) 
SS, (d) NSD, (e) MMS.

Fig. 6. Case-IV shading condition and shade dispersion for (a) TCT, (b) OSK, (c) 
SS, (d) NSD, (e) MMS.

Fig. 4. Case-II shading condition and shade dispersion for (a) TCT, (b) OSK, (c) 
SS, (d) NSD, (e) MMS.

(a) (b) (c)

(e)(d)

(a) (b) (c)

(e)(d)

(a) (b) (c)

(e)(d)
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named TCT, OSK, SS, NSD, and MMS has been investigated 
with conventional P&O MPPT under PSC. The performance is 
analyzed in both MATLAB simulation and real-time hardware 
implementation as shown in Fig. 7. 

The tests are carried out using a PV panel with an operation-
al voltage of 6 V±5%, an operating current of 833 mA±5%, 
and an open circuit voltage of 7 V±5%, and a short circuit 
current of 916 mA±5%. It is used for PV chroma, with the 
highest PV power on Chroma solar array simulation soft panel 
62000 H series being used for 80 W. Chroma has limitations for 
current. Therefore, the scaling factor 0.5 is employed, resulting  
in a short circuit current of 1.83 A and output power of 40 W at 
STC. 

A. PSC-Case-I 

As shown in Fig. 8, all the reconfiguration methods work 
efficiently, and reconfiguration improves by 8.79 with 1% of 
reduced steady-state oscillations in power output. The corre-
sponding experimental result validation is given in Table II. 
Fig. 9 shows I-V and P-V curves, and performance evaluation 
is given in Fig.10. It shows that with MPPT integration, MMS 
is the best reconfiguration with the highest power tracking effi-
ciency of 97.49%, and output power 32.49 W power and least 
4.47% power oscillations. 

Fig. 7. Experimental prototype to evaluate the performance of reconfiguration 
techniques. 

Fig. 8. Simulated PV system power, voltage, and current for conventional TCT 
and OSK, SS, and MMS reconfiguration methods with P&O MPPT under 
Case-I shading.

Fig. 9. Experimental result under Case-I shading condition for TCT connection, 
OSK, SS, NSD, and MMS reconfiguration.

TABLE II
MPPT Algorithm Performance for Different PV Array Topologies under Shade Case-I

Array Topology GMPP at STC V
oc

I
sc

V
mp

I
mp

P
mp

V
mppt

I
mppt

P
mppt

TCT 40 29.17 1.86 17.23 1.66 28.67 23.44 0.90 21.11

OSK 40 29.04 1.62 24.24 1.37 33.14 25.49 1.31 32.30

SS 40 29.17 1.62 24.35 1.31 31.78 21.73 1.35 29.25

NSD 40 29.17 1.58 24.12 1.35 32.63 25.43 1.21 30.85

MMS 40 29.04 1.62 24.24 1.37 33.14 24.49 1.35 32.49

V. CHAVAN et al.: HARDWARE IMPLEMENTATION OF SUDOKU, OPTIMAL SUDOKU, SKY-SCRAPPER, NOVEL SHADE DISPERSION 
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B. PSC-Case-II

The corresponding experimental result validation is given in 
Table III and Fig. 11. In Fig. 12, simulation results show that 
under Case-II, MMS and OSK give the highest power of 66 W 
and the least steady-state power oscillations of 0.2% with the 
P&O algorithm. For other reconfigurations and TCT, there are 
1.3% of steady-state power oscillations and an average of 56.5 
W of power generation.

The performance assessment depicted in Fig. 13 reveals that 
when integrated with MPPT, MMS is the most optimal recon-
figuration for power tracking efficiency. This configuration 

achieves an impressive 32.09 W power output, corresponding 
to 97.02% efficiency. Additionally, this configuration exhibits 
the lowest level of power oscillations, at a mere 4.47%.

C. PSC-Case-III

Fig. 14 shows the simulation results under Case-III, with P&O  
power point tracking. NSD gives the highest power, oscillating 
between 65.7 W and 66.23 W. MMS is beside it, giving 65.52 W  

Fig. 10. Performance evaluation under Case-I shade.

Fig. 12. Simulated power, voltage, and current of PV system for conventional 
TCT, OSK, SS, NSD, and MMS reconfiguration methods with P&O MPPT 
under Case-II.

Fig. 13. Performance evaluation under Case-II shade.

Fig. 14. Simulated PV system power, voltage, and current for conventional 
TCT and OSK, SS, NSD, and MMS reconfiguration methods with P&O MPPT 
under Case-III shading.

Fig. 11. The experimental result under Case-II shading condition for TCT 
connection, OSK, SS, NSD, and MMS reconfiguration.
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tracked power with negligible oscillations. Fig. 15 shows the  
experimental results with I-V and P-V curves. Fig. 16 and Table IV  
give the experimental result validation on the 40 W system.  

The analysis presented in Fig. 16 demonstrates that when 
the PV system is combined with MPPT integration, OSK and 
MMS reconfiguration attain a notable power output of 32.16 W, 
corresponding to an efficiency of 97.58%. Moreover, the MMS 
configuration maintains power stability with the most minor 
power oscillations at 3.99%.

D. PSC-Case-IV

In Fig. 17, simulation results show that under Case-IV, MMS 

Fig. 15. Experimental result under Case-III shading condition for TCT 
connection, OSK, SS, NSD, and MMS reconfiguration.

Fig. 16. Performance evaluation under Case-III shade.

Fig. 17. Simulated PV system power, voltage, and current for conventional 
TCT and OSK, SS, NSD, and MMS reconfiguration methods with P&O MPPT 
under Case-IV shading.

and NSD give the highest power of 53 W and the least steady 
state power oscillations with the P&O algorithm. 

The corresponding experimental result validation is given in 
Table V, Fig. 18, and Fig. 19. It shows that for MMS reconfig-
uration P&O, the MPPT algorithm gives the uppermost power 
tracking efficiency of 97.8%, providing 25.56 W power with 
the lowest 4.91% steady state power oscillations.

V. Conclusion
In this paper, the performance of newly proposed recon-

figurations (NSD&MMS), shifting-based reconfiguration 
(OSK), puzzle-based reconfiguration (SS), and conventional 
configuration (TCT) have been investigated with the integra-

TABLE III
MPPT Algorithm Performance for Different PV Array Topologies under Shade Case-II

Array Topology GMPP at STC V
oc

I
sc

V
mp

I
mp

P
mp

V
mppt

I
mppt

P
mppt

TCT 40 29.17 1.85 25.26 1.09 27.58 25.24 1.09 26.35

OSK 40 28.91 1.58 24.13 1.38 33.20 25.20 1.27 32.09

SS 40 29.17 1.86 25.26 1.13 28.52 25.95 1.06 27.48

NSD 40 29.17 1.58 24.12 1.35 32.63 24.69 1.31 32.02

MMS 40 28.91 1.58 24.13 1.38 33.20 25.20 1.27 32.09
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tion of traditional P&O MPPT under PSC on 4×4 PV array 
structures. The effectiveness of the proposed reconfiguration is 
evaluated through both simulation studies followed by experi-
mental studies under complex PSCs in terms of tracked GMPP, 
tracking efficiency, and percent steady state power oscillations 
around MPP. From the results, it is revealed that the proposed 
reconfiguration with the conventional P&O MPPT method 
significantly tracks the GMPP with higher tracking efficiency 
and also with less steady state oscillation around the GMPP 
compared to conventional MPPT, which can limit use of filters.
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Space Vector Modulation Strategy for Common-Mode 
Voltage Suppression in the Reduced Switch Count 
Three-Level Inverter With Unbalanced Neutral- 

Point Voltages
Zhiyuan CHU, Changwei QIN, Xiaoyan LI, Jingyang FANG, Lei YANG, and Yanling ZHANG

Abstract—The reduced switch count three-level inverter (RSC 
TLI) has been proposed to save the system cost of the conventional  
three-level inverter. In some special applications, the RSC TLI 
should be operated with simultaneous lower common-mode voltage  
(CMV) and unbalanced neutral-point voltage (NPV) conditions.  
For this reason, this article further proposes a space vector modulation  
(SVM) strategy that fulfills the above requirements. First, the 
basic vectors with low CMV amplitudes are selected, and four 
basic vectors are employed to synthesize the reference vector and 
achieve NPV flexible control. The duty cycles of the employed 
basic vectors are obtained by a novel indirect method, and the 
appropriate switching sequences are designed to further reduce 
the current harmonic and keep lower switching losses. Finally, 
the separate control of capacitor voltages is achieved by using a 
closed-loop control approach to optimally regulate the duty cycles  
of different basic vectors. Compared with the conventional strategy,  
the proposed scheme can reduce the CMV magnitude by half and 
is applicable to unbalanced NPV conditions. The feasibility and 
effectiveness are verified by experiments.

Index Terms—Common-mode voltage (CMV) suppression, 
reduced switch count three-level inverter (RSC TLI), space vector 
modulation (SVM), unbalanced neutral-point voltages (NPVs).

I. Introduction

DUE to the advantages of low output current harmonics,  
high efficiency, and low switching voltage stress, multi- 
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level inverters are widely used in medium-voltage applications, 
such as photovoltaic (PV) power generation, energy storage, 
and motor drives [1], [2]. Among them, the three-level inverter 
(TLI) has been attracted much attention because of its high  
reliability and simple structure [3], [4].

The reduced switch count three-level inverter (RSC TLI) 
only contains ten switches and still maintains the multi-level 
output waveform. Compared to the commonly-used neutral-
point-clamped (NPC) TLI and T-type TLI, the RSC TLI  
reduces two switches [5]. However, the output states of the 
RSC TLI cannot exceed two at the same time owing to the 
coupling effects of the coupled unit and independent unit [6]. 
Thus, the modulation strategies of NPC TLI and T-type TLI 
cannot be directly employed in the RSC TLI.

Being similar with the NPC and T-type TLI, the neutral- 
point voltage (NPV) of the RSC TLI is commonly kept to 
be balanced [7]. However, in some particular cases, the NPV 
should be controlled to be unequal [8], [9]. For example, the 
voltages across two dc-link capacitors in centralized PV inverter  
are generally regulated to be different for realizing separate 
maximum power point tracking (MPPT) of PV arrays [10]. In 
high-power ac drive systems, two rectifiers are used to improve 
the power rating, but the output voltages of both rectifiers are 
likely to be unequal [11]. Unfortunately, the output currents will  
be distorted by unbalanced NPVs. Many scholars have investigated  
the above issues. An asymmetric strategy for the separate dc 
links of TLI was introduced in [12]. Zhang et al. presented 
an improved vector synthesis strategy, but the computational 
difficulty was increased [13]. To solve this issue, a simplified 
pulse width modulation (PWM) strategy was proposed in 
[14], which reduced the computational difficulty. The virtual 
space vector modulation (VSVM) strategy was demonstrated 
to be suitable for both balanced and unbalanced NPVs [15]. 
To improve the system efficiency, two different discontinuous 
PWM (DPWM) strategies were investigated [16], [17]. For the 
NPC three-level rectifier, a zero-sequence component injection 
method was proposed [18]. However, this method cannot be  
applied to arbitrary unbalanced NPVs and arbitrary power factor  
conditions at the same time. In order to suppress the leakage 
current, a DPWM was proposed in [19]. Unfortunately, above 
methods cannot be directly employed for RSC TLI since this 
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topology is unable to generate medium vectors. For the RSC 
TLI, an improved virtual SVM (IVSVM) was put forward with 
unbalanced NPVs, which can enhance the quality of output 
currents [11]. However, the common-mode voltage (CMV) is 
very high.

The CMV is generated by the high-frequency action of the 
switches, which leads to a number of harmful issues. In trans-
formerless PV inverters, the high CMV amplitude triggers the 
leakage current, which deteriorates the quality of output currents 
and even threatens the safety of human beings [20]. In motor 
drive systems, the CMV causes electromagnetic interference  
(EMI) and generates enormous bearing currents, which decreases 
the lifetime of the bearings and even damage motors [21].

Presently, the CMV suppression strategies can be catego-
rized into hardware-based and software-based approaches. For 
hardware-based approaches, the common-mode inductors and 
common-mode transformers are utilized to suppress the CMV, 
which however increase the size and volume of the system. 
Software-based approaches can suppress the CMV only by 
modifying the modulation strategy, which is a significant bene-
fit. In order to eliminate the CMV of TLI a modulation strategy 
based on medium and zero vectors was offered in [22], but the 
dc voltage utilization was decreased. In [23], the large, medium 
and zero-vector modulation (LMZVM) strategy was presented 
to reduce the CMV amplitude to one-sixth of dc voltage. Un-
fortunately, the above two strategies cannot realize active NPV  

control. Based on [23], a large, medium, small and zero-vector 
modulation (LMSZVM) strategy was introduced to simul-
taneously reduce the CMV and control NPV [24]. In [20], 
a carrier-based PWM (CBPWM) strategy was investigated, 
which suppressed the CMV with unbalanced NPVs by limiting 
the range of zero-sequence component. A data-driven strategy 
for CMV suppression was investigated in [25]. Unfortunately, 
the strategy requires a large inductor since it is essentially a  
type of predictive control. An optimal space vector-based  
hybrid PWM scheme was introduced to simultaneously reduce 
CMV and line current ripple [26]. However, the output currents 
of the method are not satisfactory due to discarding the zero 
vectors [27]. Yan et al. proposed a carrier-based discontinuous 
SVM (DSVM) method to suppress the CMV [28]. However, 
this method cannot flexibly regulate the NPV. In addition, a 
CMV reduction method-based flexible power control was pro-
posed for PV-battery hybrid systems [29].

However, the above modulation strategies are only appli-
cable to the NPC and T-type TLIs. For the RSC TLI, a modu- 
lation strategy was suggested in [30], which simultaneously  
reduced the CMV and controls the NPV balance. However, 
this method merely considers balanced NPV condition and 
cannot be applied to unbalanced NPVs.

Aiming at the above-mentioned issues, this article presents a 
novel SVM strategy for suppressing the CMV in the RSC TLI 
with unbalanced NPVs. The innovation consists of the follow-
ing four points.

1) The CMV magnitudes of the basic vectors with unbal-
anced NPVs are analyzed. The basic vectors with low CMV 
magnitudes are retained. Meanwhile, this paper reveals the 
relationship between the basic vectors for the RSC TLI and 
the dc unbalancing coefficient, and the space vector diagrams 
(SVD) for different dc unbalancing coefficients are established 
to suppress the CMV.

2) Based on the established SVD, each sector is further 
divided into two regions. four basic vectors are optimally  
selected to synthesize the reference vector in all regions, and 
a degree of control freedom is provided to flexibly control the 
capacitor voltages. The duty cycles of the basic vectors are  
obtained by using an indirect method, and the appropriate 
switching sequences are designed.

3) The separate control of capacitor voltages is achieved by 
modifying the duty cycles of the selected basic vectors, and the 
quality of output currents remains unaffected.

4) In order to validate the feasibility of the presented strategy,  
extensive experimental tests have been carried out. The obtained  
results of different modulation indices and dc unbalancing 
coefficients indicate that the presented strategy can ensure the  
good waveforms of the output currents. Furthermore, the separate  
control of capacitor voltages for the proposed strategy can be 
verified by the short transient process.

This article is outlined as follows: Section II displays the 
working principle of the RSC TLI with unbalanced NPVs. The 
proposed modulation strategy is elaborated in Section III. The 
experimental results are provided in Section IV. Some conclud-
ing remarks are given in Section V.

Fig. 1. Three configurations of the RSC TLI with unbalanced NPV conditions. 
(a) AC drive system. (b) Centralized PV inverter. (c) MPC connected PV–
battery hybrid system.
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II. Working Principle of the RSC TLI With  
Unbalanced NPVs

Two different configurations of the RSC TLI with unbal-
anced NPV conditions are displayed in Fig. 1(a) and (b), in 
which two PV arrays or rectifiers are used to implement the 
separate MPPT control or increase the power rating, and the  
unbalanced NPV conditions occur. Furthermore, the topology 
of the multiport dc-ac converter (MPC) connected to PV-battery  
hybrid system is shown in Fig. 1(c). It can be seen that one of 
the voltage-dividing capacitors of the RSC TLI is connected to 
the battery as a new dc port, while the original dc-link remains 
as the other dc port connected to two PV arrays. The unbalanced  
NPVs can also occur if the voltage across PV array is not equal 
to the voltage across the battery. Therefore, the starting point of 
the proposed strategy is reasonable.

In order to make the analysis easier, the dc unbalancing  
coefficient φ is expressed as:

                           (1)

where VC1 and VC2 are the voltages across capacitors C1 and C2, 
respectively. Vdiff is the voltage difference across C1 and C2 . Vdc 
is the total dc-link voltage.

It can be seen that the dc φ ranges from −1 to 1. From (1), 
VC1 and VC2 can be expressed as:

                             (2)

Being similar with the conventional NPC and T-type TLI, 
the RSC TLI has three output voltage states, as, P, O, and N. 
Choosing the neutral-point (O) as the reference, the corre-
sponding output voltages are VC1, 0, and −VC2, respectively.

The CMV is represented by vcm, which is defined as the av-
erage value of three-phase output voltages vao, vbo, and vco [20], 
as expressed by (3).

                                   (3)

Limited by the circuit constraints, the medium vectors in 
conventional NPC or T-type TLIs cannot be generated, and the  
conventional SVM strategy cannot be directly applied in the 
RSC TLI [6]. With the unbalanced NPV conditions, Table I 
summarizes the CMV of the basic vectors, which are calculated  
based on (3). It is easy to see that the CMV magnitudes are  
relatively high for basic vectors in red color. Therefore, the 
CMV can be suppressed by discarding the basic vectors 
marked in red color, while the remaining vectors are used to 
synthesize the reference vector. Based on this principle, the  
proposed SVM strategy for CMV suppression will be elaborated  
in the next section.

III. Proposed SVM Strategy for CMV Suppression
The proposed SVM strategy for CMV suppression in the 

RSC TLI with unbalanced NPVs includes four parts. Fig. 2 
shows the control diagram of the proposed strategy. In part A, 
the basic vector selection is introduced to suppress the CMV. 
The duty cycle calculation of the basic vectors is presented in 
part B. In part C, the switching sequence is properly arranged. 
Finally, the separate control of capacitor voltages is achieved 
by using a closed-loop control approach to optimally regulate 
the duty cycles of different basic vectors.

A. Basic Vector Selection

Based on the CMV analysis above, Fig. 3 shows the SVD  
with different DC unbalancing coefficients (φ) of the proposed 
SVM strategy. The amplitude of small vectors will be affected 
by the dc unbalancing coefficient, and the large and zero vectors  
are not affected. The SVD is divided into 6 sectors, and each 
sector is further divided into two regions (regions A and B).

Taking sector I as an example, the sector contains small vec-
tor VS1 [POO], small vector VS2 [OON], large vector VL1 [PNN], 
large vector VL2 [PPN], and zero vector VZ [OOO], which are 
expressed as:

TABLE I
Basic Vectors and CMVs of the RSC TLI

Type Vectors CMV Vectors CMV

Large
[PNN] (VC1 − 2VC2)/3 [NPP] (2VC1 − VC2)/3
[PPN] (2VC1 − VC2)/3 [NNP] (VC1 − 2VC2)/3
[NPN] (VC1 − 2VC2)/3 [PNP] (2VC1 − VC2)/3

P-Type
Small

[POO] VC1/3 [PPO] 2VC1/3
[OPO] VC1/3 [OPP] 2VC1/3
[OOP] VC1/3 [POP] 2VC1/3

N-Type
Small

[ONN] –2VC2/3 [OON] –VC2/3
[NON] –2VC2/3 [NOO] –VC2/3
[NNO] –2VC2/3 [ONO] –VC2/3

Zero
[PPP] VC1 [NNN] –VC2

[OOO] 0 Fig. 2. Control diagram of the proposed strategy.
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                        (4)

When the reference vector locates in region A, four nearest 
basic vectors are used to synthesize the reference vector. Since 
both P-type and N-type small vectors are contained in this 
region, the NPV can be flexibly controlled. While for region 
B, the basic vector generally selected according to the nearest 
three-vector principle, which cannot realize the separate con-
trol of capacitor voltages. To cope with the difficulty, a large 
vector is added, which means that four vectors are adopted to 
synthesize the reference vector. In this way, a novel control de-
gree of freedom can be generated, and the NPV control can be 
achieved. Table II shows the basic vector selection for different 
regions of each sector.

B. Duty Ratio Calculation

To simplify the calculation, the 60° coordinate system is em-
ployed. vg and vh are the g-axis and h-axis components, which 
can be expressed as:

                               (5)

where vα and vβ are two components of reference vector in 
orthogonal coordinate system. The duty ratio calculation in  
regions A and B are analyzed as follows:

1) Region A of Sector I: In this region, four basic vectors 
are selected to synthesize reference vector, and the volt-second 
balance equation is written as follows:

   (6)

where dS1, dS2, dL1 and dL2 are the duty cycles of VS1, VS2, VL1 
and VL2, respectively. Vref is the reference vector. (6) is further 
simplified by substituting (4) into (6) as follows:

        (7)

It is worthwhile to start by assuming that the duty cycle of 
the P-type small vector dS1 is a known quantity, whose value is y, 
and the corresponding detailed solution is given in subsection D. 
On this assumption, dS2, dL1 and dL2 can be obtained:

(8)

As the duty cycles of each basic vector take values between 
0 and 1, the range of y can be expressed as:

Fig. 3. SVD of the proposed strategy. (a) φ > 0. (b) φ < 0.

TABLE II
The Basic Vector Selection in Different Sectors

Sector Region A Region B

I [POO], [OON],
[PNN], [PPN]

[OOO], [POO], [OON],
[PNN] or [PPN]

II [OON], [OPO],
[PPN], [NPN],

[OOO], [OON], [OPO],
[PPN] or [NPN]

III [OPO], [NOO],
[NPN], [NPP]

[OOO], [OPO], [NOO],
[NPN] or [NPP]

IV [NOO], [OOP],
[NPP], [NNP]

[OOO], [NOO], [OOP],
[NPP] or [NNP]

V [OOP], [ONO],
[NNP], [PNP]

[OOO], [OOP], [ONO],
[NNP] or [PNP]

VI [ONO], [POO],
[PNP], [PNN]

[OOO], [ONO], [POO],
[PNP] or [PNN]
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Vectors ON switches Vectors ON switches
[OOO]-1 {2, 3, 5, 8, 10} [OOO]-2 {2, 3, 5, 7, 10}
[OOO]-3 {2, 3, 6, 7, 10} [OOO]-4 {2, 3, 6, 7, 9}
[OOO]-5 {2, 3, 6, 8, 9} [OOO]-6 {2, 3, 5, 8, 9}

 (9)

Thus, the maximum value (ymax) and minimum value (ymin) 
of y are given in (10) and (11), respectively.

 

(10)

(11)

For convenient calculation, the initial value of y (y0) is taken 
as the arithmetic mean of its maximum and minimum values, 
as shown in (12).

                              (12)

By substituting (12) into (8), the duty cycles of other basic 
vectors can be derived.

2) Region B of Sector I: In this region, the NPV can be flex-
ibly controlled by adding a large vector to synthesize the refer-
ence vector, which is classified into two cases according to the 
difference between the reference value of voltage difference 
across C1 and C2 (V *diff) and Vdiff .

Case 1: If V *
diff ≤Vdiff , four basic vectors [OOO], [POO],  

[OON], and [PPN] are adopted to synthesize the reference vec-
tor. In this case, the volt-second balance equation is as follows:

 (13)

where VZ denotes [OOO]. dZ is the duty cycle of VZ.
If the duty cycle dL2 of the large vector is considered as a 

known quantity y, the above equations can be expressed as:

(14)

It can be seen that dS1 is not related to dL2, but dS2 will be 
decreased by increasing dL2. It is known that the P-type small 
vector decreases the voltage across C1 and increase the voltage 
across C2. The N-type small vector has the opposite effects. 

Consequently, increasing the duty cycle of the large vector will 
reduce the difference between V *diff and Vdiff.

By restricting the duty cycle of the basic vectors, ymax and  
ymin are denoted as (15) and (16), respectively.

(15)

                  (16)

Case 2: When V *diff ＞Vdiff, [OOO], [POO], [OON], and [PNN] 
are adopted to synthesize the reference vector. The duty cycles 
of basic vectors can be expressed as:

(17)

Similarly, ymax and ymin can be denoted as follows:

(18)

                    (19)

The value of y is obtained from the output of proportional- 
integral (PI) regulator, whose steps will be given Subsection D. 
The duty cycles of each basic vector can be obtained by substi-
tuting the obtained y into (14) or (17).

C. Switching Sequence Design

In order to reduce the harmonics of output currents and to keep 
lower switching losses, the appropriate switching sequences for 
different cases are carefully designed. It should be noted that the 
zero vector [OOO] contains six redundant states, so different states 
should be selected for different sectors. Table III displays the 
zero vectors with low CMV magnitudes and the corresponding 
switching states.

To further reduce the harmonics of the output currents, the 
switching sequences are arranged symmetrically on both sides. 

TABLE III
Switching States of Zero Vectors for the RSC TLI
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For simplicity, the former half of the switching sequences of 
different sectors are provided in Table IV.

The switching sequence in region A of sector I is designed 
as: [OON]−[PPN]−[PNN]−[POO]−[PNN]−[PPN]−[OON]. 
Region A contains both the P-type small vector and the N-type 
small vector, and the capacitor voltages can be controlled in-
dependently, so one sequence is used. Region B is only able 
to select different large vectors [PNN] or [PPN] according to 
different NPVs, thus two switching sequences are needed to 
realize separate control of capacitor voltages. Moreover, all 
switching sequences are initiated and terminated by the N-type 
small vector.

D. Separate Control of Capacitor Voltages

To realize the separate control of capacitor voltages, a PI 
regulator is employed. To be specifics, the difference between 
V *diff and Vdiff is fed to the PI regulator. The absolute value of its 
output (ynp) is used to modify the duty cycle of the basic vec-
tors, which can be expressed as:

               (20)

where kp and ki are the parameters of the PI regulator.
The separate control of capacitor voltages is available in 

three cases, which are indicated as follows:
Case 1: When the reference vector is located in the region 

A and V *
diff ≤ Vdiff , the duty cycle of the P-type small vector 

should be increased, so y is modified as:

y = y0 + ynp                                      (21)

Case 2: When the reference vector is located in the region A 
and V *diff ＞Vdiff , the duty cycle of the P-type small vector should 
be decreased, so y is modified as:

y = y0 - ynp                                      (22)

Case 3: When the reference vector is located in the region B, 
it is sufficient to set the duty cycle of the large vector directly to 
be ynp for easy calculation, which is expressed as:

y = ynp                                       (23)

In addition, the modified duty cycle of the basic vectors 
should satisfy the above limitations, as expressed by (24).

ymin ＜ y ＜ ymax                                                (24)

E. Loss Analyses of Power Switches

Since the topology of the RSC TLI is symmetrical, the volt-
age stress and loss of S5 is identical to those of S7 and S9, and 
the same conclusion can be obtained for other switches. There-
fore, it is sufficient to analyze only power switches S1-S6. In 
addition, the losses of power switches can be categorized into 
switching losses and conduction losses.

To visually demonstrate the losses of the proposed strategy, 
Fig. 4 shows the losses of the proposed strategy for the RSC 
TLI, which is obtained via PLECS Blockset and MATLAB/
Simulink. It can be seen that the losses of power switches are 
mainly conduction losses and switching losses are very small. 
When φ = 0.2, the losses of S1, S2, and S5 are slightly greater 
than those of S4, S3, and S6. On the contrary, when φ = –0.2, the 
losses of S1, S2, and S5 are slightly smaller than those of S4, S3, 
and S6, respectively. As m is increased, the losses of the power 
switches are increased correspondingly, because the magnitude 
of output current is increased.

Fig. 4. Losses of power switches for the RSC TLI. (a) m = 0.8. (b) m = 0.4.

TABLE IV
Switching Sequences in Different Sectors

Sector Region Switching sequence

I
A [OON]−[PPN]−[PNN]−[POO]−…

B (V * 
diff ≤ Vdiff) [OON]−[PPN]−[POO]−[OOO]-1−…

B (V * 
diff ＞ Vdiff) [OON]−[OOO]-1−[POO]−[PNN]−…

II 
A [OON]−[PPN]−[NPN]−[POO]−…

B (V * 
diff ≤ Vdiff) [OON]−[PPN]−[OPO]−[OOO]-3−…

B (V * 
diff ＞ Vdiff) [OON]−[OOO]-3−[OPO]−[NPN]−…

III 
A [NOO]−[NPP]−[NPN]−[OPO]−…

B (V * 
diff ≤ Vdiff) [NOO]−[NPP]−[OPO]−[OOO]-3−…

B (V * 
diff ＞ Vdiff) [NOO]−[OOO]-3−[OPO]−[NNP]−…

IV 
A [NOO]−[NPP]−[NNP]−[OOP]−…

B (V * 
diff ≤ Vdiff) [NOO]−[NPP]−[OOP]−[OOO]-5−…

B (V * 
diff ＞ Vdiff) [NOO]−[OOO]-5−[OOP]−[NNP]−…

V 
A [ONO]−[PNP]−[NNP]−[OOP]−…

B (V * 
diff ≤ Vdiff) [ONO]−[PNP]−[OOP]−[OOO]-5−…

B (V * 
diff ＞ Vdiff) [ONO]−[OOO]-5−[OOP]−[NNP]−…

VI 
A [ONO]−[PNP]−[PNN]−[POO]−…

B (V * 
diff ≤ Vdiff) [ONO]−[PNP]−[POO]−[OOO]-1−…

B (V * 
diff ＞ Vdiff) [ONO]−[OOO]-1−[POO]−[PNN] −…
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IV. Experimental Results
A hardware-based RSC-TLI test rig is designed and built to 

verify the validity of proposed strategy, as depicted in Fig. 5.  
Three-phase output voltages are measured, and CMV is  
obtained by using (3). The digital signal processor TMS320F28335  
and field programmable gate array XC3S500E are adopted  
as controllers. One dc source is adopted as the dc power supply 
to verify the feasibility and correctness of the separate control of 
capacitor voltages in this article [16], [31].

The measurements of CMV waveforms experimentally are 
conducted, and the digital storage oscilloscope RTO2014 from 
Rohde & Schwarz is further utilized, which can support the 
mathematical calculation in (3). To be specific, three-phase 
pole voltages (vao, vbo, and vco) are measured, and the CMV 
waveform is obtained by the MATH function in RTO2014. 
The rest of the photos were captured via the oscilloscope 
MDO3024 from Tektronix.

In order to effectively demonstrate the advantages of the pro-
posed SVM strategy, the methods in [11] and [30] are used for 
comparisons. For the convenience of the following description, 
the method in [11], the method in [30], and the proposed SVM 
strategy are denoted as Method-1, Method-2, and Method-3, 
respectively. The parameters for the experimental tests are pre-
sented in Table V.

A. Experimental Results in Steady State

In order to investigate the operating performance in regions 
A and B of each sector, two modulation indices are chosen, 
which include 0.8 and 0.4. When V *diff is equal to 20 V, the ex-
perimental results are shown in Fig. 6.

Fig. 5. Photograph of the experimental test rig.

Fig. 6. Experimental results for positive unbalancing coefficient (φ = 0.2). 
(a) Method-1, m = 0.8. (b) Method-2, m = 0.8. (c) Method-3, m = 0.8. (d) 
Method-1, m = 0.4. (e) Method-2, m = 0.4. (f) Method-3, m = 0.4.

TABLE V
Parameters for the Experimental Tests

Parameters Values
DC-link voltage (Vdc) 100 V
DC-link capacitors (C1 and C2) 1410 μF
Fundamental frequency (f) 50 Hz
Switching frequency (fsw) 12.5 kHz
Sampling period (Ts) 80 μs
Dead-time (td) 2 μs
Resistive-inductive (RL) load 10 Ω, 7 mH

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)
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Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div)Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div)Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div)Time (10 ms/div)

Fig. 7. Experimental results for negative unbalancing coefficient (φ = –0.2). 
(a) Method-1, m = 0.8. (b) Method-2, m = 0.8. (c) Method-3, m = 0.8. (d) 
Method-1, m = 0.4. (e) Method-2, m = 0.4. (f) Method-3, m = 0.4.

Fig. 8. Experimental results with balanced NPV condition (φ = 0). (a) Method-1, 
m = 0.8. (b) Method-2, m = 0.8. (c) Method-3, m = 0.8. (d) Method-1, m = 0.4. (e) 
Method-2, m = 0.4. (f) Method-3, m = 0.4.

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div)Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div)Time (10 ms/div)

Time (10 ms/div) Time (10 ms/div)

Time (10 ms/div)Time (10 ms/div)
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V. Conclusion
In this article, a novel SVM strategy for CMV suppression 

in the RSC TLI with unbalanced NPVs was proposed. The 
basic vectors with low CMV magnitudes were chosen, which  
suppressed the CMV. Based on SVD with unbalanced NPVs, 
four basic vectors were selected to synthesize the reference 
vector. The duty cycles of basic vectors were calculated by 
using an indirect method, and the appropriate switching  
sequences were designed. By modifying the duty cycle of 
basic vectors, the separate control of capacitor voltages was  
accomplished. The CMV magnitudes were decreased by half 
in comparison with the conventional modulation strategy. 
What’s more, the proposed SVM strategy was simultaneously 
applicable to balanced and unbalanced NPV conditions. The 
effectiveness of the proposed method was verified by experiments.

It is reported that, the technology in this article is still at the 
theoretical research stage presently, and the equipment for 
industrialization is not available. For the industrial equipment 
based on centralized TLI, the similar modulation strategy that 
is suitable for both balanced and unbalanced NPVs can be im-
plemented via the digital controller. Doing so, when some non-
ideal factors result in unbalanced NPV conditions, the quality 
of output currents will not be negatively affected.
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Battery Cluster Fault-Tolerant Control for High 
Voltage Transformerless Grid-Tied Battery Energy 

Storage System
Xiqi WU, Shuai GAO, YiLin LIU, Rui LI, Xinyu JIANG, and Xu CAI

Abstract—The battery fault-tolerant operation is one of the 
important issues for such a large-capacity cascaded H-bridge con-
verter-based battery energy storage system (BESS). Conventional 
redundant method by bypassing whole SMs at ac-side may lead 
to insufficient modulation ratio margin and waste the potential of 
healthy H-bridge part. First, the comparison of ac-side bypassing 
submodules (SMs) with dc-side disconnecting cluster is made; 
and the concept of new battery cluster fault tolerance strategy is 
discussed. In order to give full play to the grid voltage support 
capability of the faulty module, a battery cluster fault tolerance 
operating control combining proposed fault-tolerant strategy and 
optimal zero sequence voltage injection is proposed in this paper. 
As a result, it can effectively enhance the capability of handling  
battery warnings and failure and is able to tolerate any number of  
faulty battery cluster modules. Besides, state of charge(SOC) 
balancing of healthy SMs and capacitor voltage balancing of 
faulty SMs are incorporated into control algorithm. At last, 
effectiveness of the proposed battery fault tolerance strategy is 
thoroughly verified in BESS of 10 kV/5 MW and 14 SMs per 
phase by MATLAB/Simulink simulations and hardware-in- 
loop experiment. 

Index Terms—Battery energy storage system, cascaded H-bridge,  
fault tolerance, redundant control.

I. Introduction

SALE-up application of energy storage is necessary for a 
high proportion of fluctuating wind and solar new energy 

sources. Battery energy storage is the fastest growing energy 
storage method, and the scale of energy storage power plant is 
moving from hundred MWh level to GWh level [1]-[3]. The 
technical bottleneck hindering the large capacity of single en-
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ergy storage is variations of battery cells due to the inconsistent 
manufacturing process and the inhomogeneous operating envi-
ronment. The inconsistency of battery cells leads to the barrel 
effect between series-connected battery cells and the circulat-
ing current effect between parallel-connected battery clusters, 
which reduces the available capacity of the battery, increases 
the loss of the battery system, and the local cell faults are prone 
to trigger the safety problems [4], [5]. As result, the single unit 
capacity of traditional battery energy storage system (BESS) 
based on two-level converter generally does not exceed 1 MW 
due to the limitation by technologies such as battery safety, 
cells grouping method and battery management system (BMS). 

Transformerless grid-tied BESS (TGT-BESS) is based on 
cascaded H-bridge (CHB) converter and has a highly modular 
configuration, which facilitates capacity expansion and redun-
dancy design, and can be connected MVAC or HVAC without 
the bulky line-frequency transformer, eliminating losses caused 
by linear fractional transformation (LFT) [6], [7]. All of the 
aforementioned advantages favor the usage of TGT-BESS in 
the large-capacity energy storage application such as grid-side  
and new energy plant side. As shown in Fig. 1, the large-capacity  
battery stack is separated as numerous individual cluster units 
connected to each H-bridge circuit, which avoids the circulating  
current in the battery stack, reduces the system cycle loss and 
improves the system safety at the same time [8]. Compared 
with the traditional BESS, TGT-BESS features the large- 
capacity of single converter unit, requiring fewer parallel units 
to form a large-scale energy storage power plant. These results 
in a simpler power plant structure and control strategy, which 
render energy storage system have faster response as well as 
avoid stability problems [9], [10].

However, a big challenge brought by a large single-unit  
capacity is the reliability of system operation. Long time, stable 
and safe grid-tied operation for such a highly energy-concen-
trated BESS relies on the reliability from two aspects: power 
switches and battery cells. Therefore, the capability of faulty 
tolerance and postfault operation are critical issues [11]. On 
the one hand, the higher grid-tied voltage level increases the 
number of cascades, and more power switches are used. Thus, 
each H-bridge module may become a potential point of failure 
due to short-circuiting or open-circuiting of the power devices, 
which increases the probability of system failure [12]. Many 
fault-tolerant approaches have been proposed for multilevel 
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converters in different applications and mainly focus on faults 
intrigued by power switches [13]-[15], which can be divided 
into two categories: hardware redundancy method and soft-
ware control technique.

The hardware method is implemented by adding redundant  
submodules (SMs). The redundant modules work at hot standby  
or cold standby states depending to whether they are active or 
not in normal conditions. In [16], a redundant SM is employed 
in each of the three phases and operates in hot standby mode. 
In case of a fault, the faulty module and one non-faulty module 
in the other two phases are bypassed simultaneously. However, 
added redundant modules in each phase increases the hardware 
cost and size of the system, especially in battery application.  
Just a cold standby redundancy module is employed for three- 
phase legs in [17], [18]. In normal operation, the redundant module is  
in the bypass state; when the fault occurs, the redundant module  
is inserted into faulty phase through a switch network to ensure 
that the operating state of system is the same as before the fault. 
Although the system cost effectively is lowered since only one 
redundant module is needed, this method has strong limitations 
and is only applicable to the situation where a single power 
module (PM) of the system fails.

Software methods adjust the control strategy to allow the 
system to continue to operate after faulty module is bypassed 
[19], [20]. Symmetrical bypass method is used in [21] and 
then capacitor voltage of the non-faulty module is enhanced to 
maintain a constant sum of dc voltage, allowing the system to  
still emit the original reactive capacity. However, this method  
not only increases the voltage level of the filter capacitors 
and power switches but also is not suitable for BESS due to 
clamped effect by battery voltage. In [22], [23], unsymmetrical 
bypass method is used for BESS. After bypassing the faulty 
module, a zero-sequence voltage is injected to achieve the 
maximum magnitude of the three-phase balanced line voltage 
[24]. While avoiding the occurrence of over-modulation, the 
method also maintains battery SOC equalization in energy 
storage systems. A fault-tolerant control method is proposed in 
[25] for the occurrence of open-circuit and short-circuit faults 

in the switch. Instead of bypassing the whole module directly 
after the fault, the faulty module is switched from full-bridge  
mode to fault-tolerant half-bridge mode by changing its  
modulation strategy [26]. At this situation, the output ac voltage  
of SM is only half of the rated voltage, and the faulty module  
still has the power output and voltage support capability. Since 
this fault-tolerant mode introduces a dc voltage bias in the 
faulty phase, it is necessary to inject a dc component of equal 
amplitude in the non-faulty phase as well, so as not to affect the 
grid-connected current waveform [27].

Compared with power devices, massive battery cells, as an 
energy carrier, are more prone to occurrence of some warnings 
or failures: such as internal short-circuiting of cells, excessive 
voltage or temperature difference of cells within a cluster, 
overcharging or over-discharging or overheating of cells [28]. 
Especially at the end of the system charging and discharging, 
there will often be a battery cell that firstly reaches the cut-off  
voltage, resulting in shutdown and reduction of BESS capacity 
utilization. In response to this kind of situation, state-of-art  
studies take conventional fault-tolerant method of directly  
bypassing the faulty SMs like handling failure of power 
switches in [16]-[24].

On this ground, this article presents a new battery cluster 
fault tolerance strategy for TGT-BESS, which takes advantage 
of the healthy power H-bridge part of the faulty SMs, where 
they are still able to generate ac voltage to support grid voltage. 
The main technical contributions of this article are summarized 
as follows:

1) Instead of directly bypassing the faulty module through the 
ac bypass switch after a cluster fault occurs, the faulty cluster  
is disconnected through the dc circuit breaker. The faulty 
module is switched from charge or discharge mode to reactive 
fault-tolerant mode and continues to operate, giving full play to 
the grid voltage support capability of the faulty module.

2) The proposed strategy is able to tolerate any number of 
faulty battery cluster modules, while other nonfaulty modules 
can still continue to absorb or release energy. This is important  
to improve the system capacity utilization at the end of charg-
ing and discharging.

3) A battery clusters fault-tolerant control strategy incorpo-
rating third harmonic voltage injection (THVI) is proposed to 
avoid the risk of system downtime due to insufficient modulation 
ratio margins caused by the traditional direct ac bypass of SMs.

The rest of this paper is organized as follows: the conventional  
SM ac-side directly-bypassing and a new battery cluster fault 
tolerance strategy are discussed in Section II. A battery cluster 
fault tolerance operating control for TGT-BESS combining 
fault-tolerant strategy, zero sequence voltage injection and the 
balancing control of capacitor voltage of faulty SMs and SOC 
of healthy SMs are theoretically analyzed in Section III. The 
effectiveness of proposed control scheme is verified by offline 
simulation and hardware-in-loop (HIL) experiment in Section 
IV. The conclusions are given in Section V.

Fig. 1. Circuit diagram of TGT-BESS.
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II. Conventional SM Bypass Method and a  
New Battery Fault-Tolerant Strategy

A. System Configuration

Fig. 1 shows the circuit schematic of TGT-BESS. It is composed  
of n SMs per phase and each SM comprises PM and battery  
module (BM). PM is an H-bridge converter with a filter capacitor  
C, which is the main circuit of static synchronous compensator. 
BM contains a battery cluster, its BMS, a dc soft-start circuit, 
a dc circuit breaker Sdc and a filter inductor Lb. The H-bridge 
cells are connected in series on their ac side; then, the output  
terminal is connected to medium-voltage grid directly through a  
filter inductor Lf and an ac soft-start circuit. A set of two thyristor  
switches Sac is utilized to bypass the whole H-bridge SM.

In Fig. 1, vkj and idckj represent the ac side voltage and dc side 
current of jth H-bridge cell in k phase, where k = a, b, c stands for  
the phase and j = 1, 2, …, n stands for the H-bridge cell number.  
vCkj, vbkj and ibkj represent capacitor voltage, battery voltage and 
current of jth H-bridge cell in k phase. vk and ik represent the 
CHB converter output voltage and phase current of k phase.

B. SM AC-Side Directly-Bypassing Method

As shown in Fig. 2(a), the conventional fault-tolerant method  
directly bypasses whole fault SM by ac-side switches. Fig. 3 
shows two states of this process. After receiving fault diagnosis 
information from BMS, the healthy H-bridge first output a zero 
level; and then the bypassing switches turn on to avoid short 
circuit. Simultaneously at other phases, two healthy SMs at 
the same position are also bypassed for physical symmetry of  
three-phase arms. Furthermore, the modulation voltage of  
rest SMs should be enlarged to match the grid voltage and carriers  

also need to be arranged. Usually, one or more reductant SMs  
are employed and operate in hot standby duty to avoid over- 
modulation after quitting fault SMs.

For Lithium battery application, the output port has a wide 
voltage range during its whole SOC area as shown in Fig. 4. 
Therefore, configuration of battery should take the mini-
mum port voltage into account and it is the terminal voltage 
during discharging process that decides whether the set of 
battery configuration meets the grid-tied requirement. Fig. 4  
shows that the 1C charging curve is always much higher  
than the discharging curve, which means the charging operation  
has lower risk of overmodulating. In order to avoid overcharging  
and over discharging, threshold values of port voltage at 
charging and discharging state are set at 2.90 V and 3.50 V, 
which corresponds to 3% and 97% SOC at 1C condition, 
respectively.

Taking 35kV/20MW/20MWh TGT-BESS as an example,  
2703.2V-rated cells are connected in series to form an 864V- 
rated battery cluster. Each phase leg has 38 SMs in normal 
operation and only contains one redundant SM considering 
the minimum 2.9 V cell voltage. After bypassing some fault 
SMs, low SOC range are cut down and the utilization ratio of 
capacity is reduced gradually as the fault number increases. 
Therefore, the conventional ac-side directly bypassing method 
has limited capability of fault tolerance operation while the 
potential of healthy power H-bridge modules that may exist is 
also wasted.

C. A New Battery Cluster Fault Tolerance Strategy

Based on aforementioned discussion, Lithium battery has 
significantly greater probability of occurrence of warning 
or fault than semiconductor switch, especially at charge and 
discharge terminal. As a result, H-bridge part after removing 
battery cluster can also be made full use of and may have some 
potential to be exploited further.

Thereby, a new battery cluster fault tolerance strategy is 
proposed as shown in Fig. 2(b). After receiving fault diagnosis 
or battery warning information from BMS, battery clusters are 
disconnected from H-bridge and PM part continues to operate 
in main circuit. Assuming that voltage drop of grid-side filtering  

X. WU et al.: BATTERY CLUSTER FAULT-TOLERANT CONTROL FOR HIGH VOLTAGE TGT-BESS

Fig. 4. Charging and discharging curves of battery output voltage to SOC.

Fig. 2. Fault tolerance methods. (a) Directly bypassing whole SM at ac side. (b) 
Exiting battery cluster at dc side.

Fig. 3. Ac-side bypassing process.
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inductor is ignored, the fundamental frequency element of output  
voltage of converter is equivalent to grid voltage Vs, which also 
equals to converter modulation signals. Fig. 5 shows phase  
diagram of modulation voltage of healthy SMs and fault- 
tolerant PMs. The modulation of converter is decomposed into 
two vectors: modulation voltage of healthy SMs Vmp is in phase 
with grid-side current Is and modulation voltage of PMs Vmq is 
perpendicular with Is. Their relationship can be expressed as 
following:

                                (1)

In this situation, the power factor of system deviates from 
unity value, where healthy SMs continues to be charged and 
discharged while faulty SMs operate in mode of reactive power  
due to absence of battery active power.

Beneficially, non-faulty SMs should not output a voltage 
which amplitude is nearly identical to grid voltage like the 
conventional directly bypassing SMs. Due to the voltage  
support brought by the PMs of faulty SMs, the voltage  
amplitude outputted by rest healthy SMs is reduced as (1) and 
their overmodulation after occurrence of fault is avoided. 

Fig. 6 shows key waveform of SMs during battery cluster 
exiting process to illustrate the principle of proposed fault tole-
rance strategy:

State 1[t0-t1]: SM operates in discharging or charging state 
and its modulation voltage has the same or opposite phase as  
the phase current. It can be seen that battery current and capacitor  
voltage all have a dc bias value. A fluctuating component due 
to pulsating power of single-phase topology.

State 2[t1-t2]: Receiving fault diagnosis or battery warning 
information at t1, its modulation voltage vector is regulated to 
be orthogonal with phase current vector. Thus, battery cluster 
stops charging or discharging and its dc bias current is removed.  
In this state, the cross zero point of battery current is always 
detected.

State 3[t2-t3]: At a certain cross zero point of t2, a turn-off 

signal is given to dc circuit breaker and the faulty cluster is 
disconnected from its PM. And this H-bridge part continues to 
operate in mode of reactive power to support the grid voltage.

III. Proposed Battery Cluster Fault Tolerance 
Control for CHB-Based BESS

From aforementioned analysis, when whole faulty SMs are 
directly bypassed at ac side, the modulation margin of rest SMs 
is reduced gradually and this may result in overmodulation. 
The strategy of battery cluster exiting at dc side make full use 
of potential of non-faulty H-bridge power part to support grid 
voltage. However, more complex control is required to achieve 
SOC balancing of healthy SMs and capacitor voltage balancing 
of faulty SMs. Thereby, this section represents a battery cluster 
fault tolerance operating control for TGT-BESS combining 
proposed fault-tolerant strategy and zero sequence voltage  
injection to minimize reactive power of system.

A. Battery Cluster Fault Tolerance Control Based on THVI 
and Proposed Battery Cluster DC-Side Exiting Strategy

As shown in Fig. 5, when faulty SMs provide voltage sup-
port by their H-bridge part for converter, the system should 
output a certain reactive power. As the amplitude that should 
be outputted by faulty SMs increases, the ratio of reactive to 
active power becomes more and more large. This will lead 
to a uncomplete range of four quadrant operation. In order 
to enhance power factor of system as much as possible after  
occurrence of battery warning or fault, the proposed battery 
cluster fault tolerance strategy is improved by optimal THVI 
and analyzed in this part.

In order to more easily implement the fault tolerance, sym-
metrical exiting strategy is used, where three battery clusters 
at the same position of different phases are disconnected from 
their respective PMs when any cluster has a fault. Hence, the 
charging or discharging power should be regulated as follow:

                (2)

where Pset and Pnom denote the set target power and normalized 
active power when all batteries work well. nfal represents the 
number of faulty SMs in each phase.

To simplify the analysis, the following assumptions are es-
tablished.

1) The voltage drop of grid-side filtering inductor is neglected  
and the amplitude of modulation voltage of each phase Vm is 
equal to that of grid phase voltage Vs.

2) Inner-phase SOC of non-faulty SMs is well balanced and  
their sum dc voltage Vbat is equal to (n-nfal)vbat, where vbat is battery  
voltage of each healthy SMs.

3) Inner-phase capacitor voltage of faulty SMs is well ba- 
lanced and their sum dc voltage VC is equal to nfalvC, where vC is  
capacitance voltage of each faulty PMs.

Defining the amplitude of injected third harmonic voltage 
(THV) as VTHV, when non-faulty SMs have enough margin to 

Fig. 5. Phase diagram of modulation voltage.

q

dθ

Vmp

VS

VmpIS

Fig. 6. Key waveforms during battery cluster exiting process.

t
vm

v1 v2

is

ibat

vc

t

t

0

0

0



145

generate modulation voltage, the grid voltage is supported only 
by non-faulty SMs.

                    (3)

If Vbat < Vs, THV is injected to enhance dc voltage utilization 
ratio of healthy SMs as shown in Fig. 7(a). Assuming that non-
faulty SMs can output a voltage with its amplitude of the first 
harmonic voltage (FHV) equal to Vs, the modulation voltage of 
healthy SMs can be expressed as

vmp = Vs sin(ωt) + VTHV sin3ωt                    (4)

Take the derivative of (4) as

            (5)

θ0 represents the angle at the peak value of vmp, which results 
in

                           (6)

Substitute (6) into (4), an extreme value of the function vmp is 
solved as

             (7)

It is easy to solve another extreme value of the function vmp 
at the extreme point of π/2 as

                                (8)

On this basis, the amplitude of modulation voltage of non-
faulty SMs can be derived as

,

,
                         (9)

Take the derivative of (7) 

          (10)

From (7), when VTHV = Vs/6, vmp_max has the minimum value as

                               (11)

When Vmp_min≤Vbat, THVI can help non-faulty SMs to generate  
modulation voltage. As shown in Fig. 7(a), the amplitude of 
modulation voltage of non-faulty SMs after injecting THV is 
equal to Vbat. The amplitude of injected THV can be calculated as

                    (12)

In (12), the function f (Vs, Vbat) is calculate according to the 
equation that (7) is equal to Vbat and is derived as

  (13)

In this situation, faulty SMs are still not required to output 
voltage to support grid voltage, and the following equation can 
be obtained:

                     (14)

In (14), VTHV is equal to (12).
When the sum dc voltage of non-faulty SMs is not enough 

high to match the grid voltage even though the optimal THV 
with amplitude has been injected, to wit Vmp_min > Vbat, faulty 
SMs are required to output voltage to some extent. 

As seen from (11) and according to duality theory, it is not 
difficult to obtain the maximum amplitude of FHV that can be 
generated by non-faulty SMs and its corresponding injected 
THV as

Fig. 7. Schematic diagram of modulation voltage of faulty and non-faulty SMs. 
(a)  Vs ≤ Vbat < Vs . (b) Vbat <  Vs.
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               (15)

Accordingly, the amplitude of output voltage that should 
be generated by faulty SMs to support grid voltage can be de-
duced as

                  (16)

In this case as depicted in Fig. 7(b), the following equation 
can be obtained:

          (17)

Based on aforementioned discussion about three cases, the 
target reactive power of system should be set as

         (18)

On this ground, considering the systematic parameters given 
in Table I, Fig. 8 shows THV by healthy SMs and supporting 
voltage by faulty SMs at different number of faulty SMs during 
whole discharging SOC range. It is obvious that higher voltage 
outputted by faulty SMs is needed as faulty number increases 
and battery SOC decreases. By contrast, THV has limited the 
reductant capability while faulty SMs mainly bear the function 
of supporting voltage as occurrence of more and more faulty SMs.

B. Capacitor Voltage Average Value and Balancing Control of 
Faulty PMs

Once the battery cluster is removed from SMs, their capac-
itor voltage is not anymore clamped by the battery. Therefore, 
the sum of capacitor voltage in a phase should be control 
actively to track a reference value and capacitor voltage of all 
PMs in a phase should be balanced in real-time.

As shown in Fig. 5, in order to ensure that the modulation 
voltage of faulty SMs is always orthogonal with grid current, 
its components on dq axis should be set as

Q           m

Q           m

m

m

                (19)

Then, three-phase modulation voltage VCk of faulty SMs are  
obtained by dq/abc transformation as depicted in Fig. 9(a). 
To stabilize the sum of capacitor voltage in each phase, the 
capacitor average voltage per phase VCk_avg should be equal 
to the reference value VC_ref and a PI controller is utilized for  
superposing a voltage ∆VCk, which is in-phase or antiphase with  
its phase current ik. The superposed voltage can be realized by

             (20)

where kp,1 and ki,1 are proportion and integral coefficients of the 
capacitor voltage PI controller, respectively. 

Furthermore, the modulation voltage of each faulty SMs can 
be obtained

                                (21)

For balancing capacitor voltage of inner phase faulty SMs, a 
PI controller is utilized for superposing a voltage ∆vCki, which 
is in-phase or antiphase with its phase current ik. The super-
posed voltage can be realized by

                 (22)

where kp,2 and ki,2 are proportion and integral coefficients of the 

Fig. 8. Curves of THV by healthy SMs and supporting voltage by faulty SMs at 
different number of faulty SMs during whole discharging SOC range.

TABLE I
Simulation Model Parameters

Parameters Symbol Values

Cascaded number per phase n 14

System active power/capacity Pnom /Qnom 5 MW

Rated voltage of BM Vbat 720 V

Battery internal resistor rbat 0.1 Ω

Grid line-to-line voltage Vgrid 10 kV

DC filtering capacitor Cdc 10 mF

DC filtering inductor Ldc 2 mH

Grid-side filtering inductor Lf 6 mH

SM switching frequency fsw 1 kHz
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capacitor voltage balancing PI controller, respectively. 

C. Inner-Phase SOC Balancing Control of Non-Faulty SMs

As shown in Fig. 9(b), power decoupled control at dq axis is 
utilized to control grid-side active and reactive power and gen-
erate whole modulation voltage vk

* of three-phase arms. After 
subtracting modulation voltage of faulty SMs, the modulation 
voltage vBki of each non-faulty SMs can be obtained as

                              (23)

As shown in Fig. 9(b), the phase of THV should be identi-
cal with FHV generated by non-faulty SMs and it can be ex-
pressed as

                 (24)

Similarly, for balancing SOC of inner phase non-faulty  
SMs, a PI controller is utilized for superposing a voltage ∆VBki, 
which is in-phase or anti-phase with its phase current ik. The 
superposed voltage can be realized by

              (25)

where kp,3 and ki,3 are proportion and integral coefficients of the 
SOC balancing PI controller, respectively. 

IV. Verification and Discussion

A. Software Offline Simulation

To verify the effectiveness of the proposed fault-tolerance 
algorithm based on the strategy of battery cluster exiting at dc 
side, simulation models of the three-phase 10 kV TGT-BESS 
are built using MATLAB/Simulink. Structural diagram of the 
simulation model is shown in Fig. 1 and Table I lists the main 
system parameters.

The steady-state and dynamic-state control performance of 
TGT-BESS under the proposed fault-tolerance algorithm are 
validated through various studies. At the beginning of simula-
tion, the system output nominal 5 MW active power and the 
power factor is unity. The voltage of batter cluster is set at the 
minimum value 670 V. In order to test the proposed approach, 
three battery clusters are exited at 0.1 s and more two clusters 
are disconnected at 0.3 s and 0.5 s, respectively. Fig. 10(a) and 
(b) shows three-phase active and reactive power and grid-con-
nected current waveform of the system, respectively. It can be 
observed that at 0.1-0.3 s (Case 1) the reactive power is zero, 
which means that no voltage should be output by faulty 3 SMs  
and is consistent with analysis in Fig. 8. In addition, at 0.3-0.5 s  
(Case 2) and 0.5-0.8 s (Case 3), a certain reactive power is  
output to ensure that rest healthy SMs can continuous to discharge.

Fig. 10(c) shows the average value of capacitor voltage  
of each phase faulty SMs and Fig. 10(d) shows the waveforms 
of modulation voltage of faulty SMs, respectively. Although at 
0.1-0.3 s no voltage is needed to support grid voltage, faulty 
SMs output will output a small voltage after fault occurrence to 
control the capacitor voltage to follow its given reference 900 V. 
At Cases 2 and 3, the voltage by faulty SMs is enlarged to 0.5 
Vs and 0.75 Vs. Fig. 10(e) indicates injected THV at different 
cases and its amplitude complies with analytical calculation.

Capacitor voltage waveforms of all faulty and healthy SMs 
in phase a are depicted in Fig. 10 (f), (g) and (h). At 0.1 s, three 
faulty SMs disconnect their battery and their capacitor volt-
age are charged to 900 V. In this case, no fluctuating voltage 
is observed owing to zero reactive power. At 0.3 s, capacitor 
voltage of #1-3 decreases and that of #4-5 increases, which 
is attributed to capacitor voltage balancing algorithm. Finally, 
their voltages are stable at 900 V and have a certain fluctuated 
component.

THVI helps to decrease the modulation ratio and healthy 
SMs can output a as large first harmonic component as pos-

Fig. 9. Control schematic diagram. (a) Capacitor voltage control of faulty SMs . 
(b) SOC balancing control of non-faulty SMs.
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sible. This is reflected in the modulation voltage waveforms 
of three-phase non-faulty SMs around 0.1 s as shown in Fig. 
11(a1)-(a3). Similar effects can be observed around 0.3 s and 
0.5 s in Fig. 11(b1)-(b3) and (c1)-(c3). After superimposing 
THV over the modulation signals, output voltage waveforms 
of faulty and healthy SMs are demonstrated in Fig. 11 (a4)-
(a5), which are step wave and overmodulation is avoided. This 
verifies the effectiveness of zero sequence voltage injection to 
minimize reactive power of system.

For the purpose of validating proposed battery cluster fault 
tolerance operating control for TGT-BESS combining proposed  
fault-tolerant strategy and optimal zero sequence voltage  
injection, modulation ratio of healthy and faulty SMs of proposed  
fault-tolerance method at different faulty number are de- 
monstrated in Fig. 12. Correspondingly, the modulation ratio 
of conventional bypassing method is obtained by simulation.  
It can be seen that the conventional method has critical margin  
at the occurrence of two clusters. However, avoidance of 
overmodulation of not only healthy SMs and faulty SMs can 
always be guaranteed at any number faulty SMs with proposed 
algorithm.

B. HIL Experiment

To verify the feasibility of implementing proposed control 
technique in actual digital controller, an HIL experimental 
platform is constructed, as shown in Fig. 13. Detailed switching 
circuits of the TGT-BESS are established in the real-time  
digital simulator MT-8020, and all control algorithms in Fig. 9  
are implemented in the controller framework composed of a  
TMS320C28346 DSP and an XC6SLX25 FPGA. The para- 
meters of the main circuit are same with that listed in Table I. 
The difference of between offline and real-time models is that 
only one phase arm and 14 SMs run in simulator since the 
DSP+FPGA controller has maximum 60 PWM channels. In 
spite of this, all key control methods can be tested and verified 
completely with such a single phase system.

Seven SMs are set in sequence with occurrence of faulty  
signals and Fig. 14 gives key waveforms to illustrate the  
process before and after fault under employing proposed 
fault-tolerance method. Grid voltage and current waveforms 
are captured to show that the system always has enough 
modulation ratio margin to control grid current after battery 
clusters are disconnected from H-bridges. At the situation with  

Fig. 10. Simulation results of the proposed battery cluster fault tolerance strategy. (a) System active and reactive power. (b) Grid side current. (c) Average value of 
capacitor voltage of faulty SMs. (d) Modulation voltage of faulty SMs. (e) Injected THV. (f) Capacitor voltage waveforms of #1-3 SMs in phase a. (g) Capacitor 
voltage waveforms of #4-5 SMs in phase a. (h) Capacitor voltage waveforms of #6-14 SMs in phase a.
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one faulty SM, as can be seen, faulty SMs modulation voltage  
and THV all are zero and the whole dc-side voltage of 13 
healthy SMs is still higher than the amplitude of grid voltage. 

This is corresponding with (3). When 2 and 3 faulty SMs are 
formed, injecting a certain THV can help to avoid system over-
modulation and faulty SMs is also no required to output volt-

Fig. 11. Simulation results of three-phase modulation voltage of nonfaulty SMs and the output voltage by faulty and nonfaulty SMs. (a1-a5) Around the occurrence 
of 5 battery clusters fault. (b1-b5) Around the occurrence of 3 battery clusters fault. (c1-c5) Around the occurrence of 7 battery clusters fault.

Fig. 12. Simulated modulation ratio of conventional bypassing method and 
healthy and faulty SMs of proposed fault-tolerance method at different faulty 
number. Fig. 13. HIL experimental platform.
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age, which is corresponding with (14). Definitely, with more 
faulty battery clusters are disconnected, only injecting THV 
has no ability to make the whole battery voltage match the grid 
voltage. According to (18), faulty SMs should output a certain 
passive voltage and power to render healthy SMs to continuously 
operate in charging or discharging mode. It is obvious that faulty 
SMs modulation voltage gradually increases as more faulty 
SMs occur.

In order to show the fault-tolerance process of each faulty 
SMs, dc-side voltage waveforms are observed by 8 channels 
oscilloscope as shown in Fig. 15. Due to healthy SMs have 
nearly identical dynamic and stable actions, only eighth SM 
is observed and the ninth to fourth SMs are be regarded as the 
same with it. From Fig. 15, before faulty SMs output supported 
voltage, the capacitor voltage of #1-3 SMs is fast charged to 
900 V after battery is cut off. When faulty SMs output passive  
power, there is also fluctuating voltage superposing over capacitor  
voltage. As shown in Fig. 16(a), capacitor voltage average 
value control as (20) renders the average voltage of faulty SMs 

Fig. 14. Key voltage and current waveforms during the process of continuous 
occurrence of seven faulty SMs.

Fig. 15. Capacitor voltage waveforms of #1-8 SMs during the process of 
continuous occurrence of seven faulty SMs.

Fig. 16. Enlarged capacitor voltage waveforms of #1-8 SMs.
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track to its reference although they do not need to output power 
at stable state. Meanwhile, when another two SMs operate in 
fault-tolerance mode as Fig. 16(b) and (c), capacitor voltage 
balancing control make all faulty SMs voltage to be equalized 
first and then charged. This is in consistent with theoretical 
analysis and offline simulation.

V. Conclusion
In this article, a fault tolerance strategy for multi-battery 

clusters of TGT-BESS is proposed to ensure the continuous 
and reliable operation of the large-capacity system. Disconnect-
ing warning or faulty battery by itself dc breaker rather than 
bypassing whole SMs with ac bypass circuitry, the H-bridge 
part of faulty SMs can continue to operate as a reactive device. 
Advantageously, the faulty SMs are made the use of and has 
the capability of outputting a reactive voltage, which help to 
decrease the modulation voltage by rest healthy SMs and avoid 
overmodulation. Furthermore, a battery cluster fault tolerance 
operating control for TGT-BESS combining proposed fault-tol-
erant strategy and optimal zero sequence voltage injection 
is proposed to tolerate any number of faulty battery cluster 
modules. At last, a 10 kV/5 MW TGT-BESS for principal val-
idation is built in simulation platform of MATLAB/Simulink 
and a HIL experimental platform. The simulation and exper-
imental results all verify the feasibility of the proposed fault 
tolerance operating control under occurrence of multi-clusters 
fault. However, it can be seen that this method will change the 
steady-state operating point and power factor of the system. 
Further research is needed on fault isolation and fault-tolerant 
operation strategies that do not affect the external characteris-
tics of the system. The binary star modular multilevel topology 
is expected to solve this problem in future research.
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Multi-Functional V2G Interface With Improved 
Dynamic Response for Shunt Compensation

Arpitkumar J. PATEL and Amit V. SANT

Abstract—This paper proposes a multi-functional vehicle 
-to-grid (M-V2G) interface based on the new fundamental active  
current (FAC) extraction method for shunt compensation (SC) 
with enhanced dynamic response. The M-V2G operates in four 
modes, namely (A) active power injection (API), (B) API and 
SC, (C) API and partial SC, and (D) SC. The proposed FAC ex-
traction method involves processing the d-axis current of non-lin-
ear load through the cascaded band-stop filter. The resulting 
signal comprises a dc and an ac component with six times the 
fundamental frequency. For balanced currents, FAC is derived as 
the value of this signal sampled at the absolute peak value of its 
derivative. For unbalanced load currents, FAC extraction consid-
ers (i) the average of six consecutive samples, or (ii) inclusion of an 
additional BSF with a center frequency corresponding to the 6th 
harmonic is included. The second option provides a faster dynam-
ic response. M-V2G interface is controlled based on the FAC and 
commanded API. The proposed technique ensures accurate FAC 
estimation without complex computations, as evident from the 
pseudo-code and experimental studies. Further, the experimental 
results confirm its effectiveness, feasibility, and practical viability. 
The M-V2G interface with the proposed FAC estimation scheme 
increases power quality and VA utilization of the V2G interface. 

Index Terms—Battery, electric vehicles, multi-functional con-
trol, shunt compensation, vehicle-to-grid (V2G).

I. Introduction

ELECTRIC vehicles (EVs) have emerged as a cleaner  
alternative to internal combustion (IC) based vehicles. On 

the other hand, for the utility, the rising number of EVs poses 
challenges of increased energy demand, network congestion, 
and power quality (PQ) issues [1]-[3]. The grid-interfaced EV 
charger requires an ac-dc converter at the grid side. Using a  
diode-based ac-dc converter at the input stage of an EV charger  
may be economical. However, the diode rectifier injects har- 
monic currents into the grid. The impact of EV charging  
stations on grid PQ is discussed in [4]-[5]. Further, the increasing  
usage of power converters in industrial, domestic, and commercial  
sectors deteriorates the PQ by harmonic current injection into 
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the grid. The PQ issue is further compounded by the ever-in-
creasing nonlinear loads [6]. The harmonic currents in the grid 
are responsible for the increased line losses, line congestion, 
mal-operation of control and protective equipment, and re-
duced power transfer capability [7]. PQ issues are prone to in-
crease upon the installation of EV charging stations on a larger 
scale. Hence, mitigating the PQ issues at the charging station 
is necessary. [2] and [8] suggest the installation of a distributed 
static compensator (DSTATCOM) and shunt active power fil-
ter (SAPF) at the charging station to nullify current harmonics. 
In EV chargers, using pulse width modulated (PWM) rectifiers 
in place of diode-based rectifiers is beneficial with respect to 
the PQ concerns as it offers a unity power factor and reduces 
total harmonic distortion (THD) at the grid end. Moreover, 
the EV charger can facilitate bi-directional power flow with 
PWM rectifiers, provided that the bi-directional dc-dc con-
verter is employed. This enables EV chargers to perform vehi-
cle-to-grid (V2G) operations to offer ancillary services to the 
grid. The V2G operation refers to the power flow from the EV 
to the grid, while the grid-to-vehicle (G2V) operation refers to 
charging the EV battery from the grid.

EV chargers can operate in V2G mode and perform active 
power injection (API) to meet the active power demand of 
load (APDL) [9]. Such operation may not always result in 
complete utilization of the interface’s VA capacity. Moreover, 
the issue of PQ degradation due to other nonlinear loads at the 
station premises needs to be addressed. The IGBT-based ac-dc 
interface of the EV charger holds a power structure similar to 
that of SAPF. This enables the utilization of the V2G interface 
to mitigate the harmonic currents drawn by the other loads at  
the station premises. The implementation, however, necessitates 
additional control loops. The multi-functional control of V2G 
ensures the implementation of requisite shunt compensation 
(SC) and/or traditional charging or API operations. Hence, 
for increased VA utilization and addressing current related PQ  
issues, a multifunctional-V2G (M-V2G) interface can be controlled 
to perform API and SC, which can compensate for the harmonic  
currents and reactive power demand of load (RPDL). For  
providing SC through the V2G interface, estimation of the  
fundamental active component (FAC) of load current is es-
sential. This paper introduces a new FAC extractor (FACE) that 
offers computational simplicity, fast dynamic response, and 
accurate FAC estimation, even under unbalanced load condi-
tions. The proposed M-V2G interface operates in four distinct 
modes, namely, (A) API, (B) API and SC, (C) API with partial 
SC, and (D) SC only. The proposed technique enhances VA 
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utilization and PQ, even when the battery is unavailable for 
V2G operations.

V2G operation supports the grid by providing active power 
support. Several studies demonstrate how effectively V2G 
operations can be managed to maintain a better voltage pro-
file in the distribution network [10]. Earlier work focused on 
traditional V2G operation, which could only support the grid 
through API [9], [11]. The interface is redundant when an 
EV is unavailable. Authors in [12] have investigated the V2G 
operation involving reactive power compensation. However, 
harmonic current mitigation with the V2G interface has not 
been explored. Control of V2G for SC with Lyapunov function 
is reported by Çelik [13]. However, SC with multi-functional 
control involving simultaneous API and SC has not been explored. 

[14]-[15] have presented a V2G interface with simultaneous 
API and SC. However, with SC, the VA rating of the interface 
may be exceeded, leading to operational constraints. Thus, an 
advanced M-V2G interface is needed to dynamically allocate 
VA capacity between API and SC while preventing overload-
ing. Furthermore, the impact of different operating modes on 
PQ enhancement and system utilization remains underexplored 
in existing studies. The operating modes reported for V2G 
interfaces in various references are given in Table I. When 
the V2G interface supplies only active power to the load, the 
%THD of the supply current tends to increase [16].

For the implementation of SC, estimation of the FAC of 
load current is mandatorily needed. FACE based on general-
ized integrators, second-order filters, self-tuning filters, etc., 
are reported in the literature [7], [17]-[19]. These methods 
extract the input signal’s fundamental component using second 
or higher-order transfer functions. While effective in isolating 
the fundamental component, these methods inherently exhibit 
slower dynamic responses due to the filtering stages involved. 
The transient response of such systems is further limited by the 
need for sufficient filtering to ensure accuracy. Moreover, these 
methods require precise tuning of multiple control parameters, 
which adds to the complexity. The computational burden of 
these techniques also poses challenges for real-time applica-
tions, especially when higher-order or multiple filtering stages 
are involved, requiring additional processing resources. 

Least mean square (LMS) based FAC extraction techniques 
are also widely reported in the literature [17], [20]-[21]. LMS 
algorithms employ adaptive filtering structures, providing 

flexibility in harmonic order selection. However, LMS-based 
techniques require intensive computational resources and their 
dynamic and steady-state performance highly depends on the 
learning rate, μ. A higher μ leads to a faster dynamic response 
but introduces oscillations in steady-state conditions [22]-
[23]. Conversely, a lower μ ensures accurate estimation at the 
cost of sluggish dynamic response [22]-[23]. LMS algorithms 
with variable learning rates (VLR), as reported in [24]-[27], 
mitigate this issue but increase the computational burden. Ad-
ditionally, improper selection of μ may lead to instability [26]-
[27]. This factor limits the practical usability of LMS for high-
speed FACE in M-V2G applications. 

[28]-[29] have explored artificial neural network (AN-
N)-based techniques for FAC extraction. ANN-based ap-
proaches require pre-training on large datasets corresponding 
to load profiles. However, their accuracy is compromised 
when the operating conditions deviate from the training dataset 
[29]. Furthermore, ANN implementations demand significant 
memory and processing power, making them less viable for 
real-time V2G control. Their reliance on extensive pre-training 
also reduces adaptability in dynamic grid conditions. 

[2] and [30] introduced the moving window min-max 
(MWM) technique for FAC extraction. The MWM technique 
is simpler to implement, as it does not involve explicit filtering 
mechanisms and exhibits a faster dynamic response (approxi-
mately half a cycle). However, in intermediate calculations, the 
maximum and minimum values of the d-axis load current must 
be determined. Since no filtering is applied, accuracy is com-
promised when the sensed signals contain noise. In practical 
scenarios, this increases susceptibility to distortions, which can 
reduce the effectiveness of SC operation. Alternately, a com-
putationally simple FACE with a faster dynamic response is 
required to facilitate seamless transitions between the operating 
modes of the M-V2G interface.  

This paper presents an M-V2G interface with improved 
dynamic response for SC. As reported in [16], four operating 
modes of M-V2G, namely (A) API, (B) API and SC, (C) API 
and partial SC, and (D) SC, are considered in this paper. The 
improved dynamic response for SC is obtained with the pro-
posed FACE unit. The proposed FACE is simpler to implement 
and provides an accurate estimation of FAC. The key idea 
behind the proposed algorithm is that for a signal containing dc 
and ac quantity, the dc quantity can be determined by sampling 

TABLE I
Comparative Analysis of M-V2G Interface

Operating Modes [9] [11] [12] [13] [14] [15] Proposed

API ✓ ✓ ✓ ✗ ✗ ✗ ✓

API and HCM ✗ ✗ ✗ ✗ ✓ ✓ ✓

API and RPC ✗ ✗ ✓ ✗ ✓ ✓ ✓

API and Partial SC ✗ ✗ # ✗ ✗ ✗ ✓

SC Only ✗ ✗ ✓ ✓ ✗ ✗ ✓

HCM and RPC indicate harmonic current mitigation and reactive power compensation. # indicates RPC only
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the signal at the peak of its derivate. This idea can be imple-
mented for FAC extraction using d-axis load current, wherein 
the signal comprises both ac and dc quantities. The dc quantity 
represents the FAC of load current. The proposed FACE unit 
samples the d-axis load current, iLd, at the absolute peak value 
of diLd  ⁄ dt. Before this, iLd has been processed through cascad-
ed band-stop filters (CBSFs). This filtering stage is required to 
eliminate higher-order harmonics so that only the lowest-order 
harmonic is present. The dynamic response of a second-order 
band-stop filter is faster when tuned to attenuate higher-order 
harmonics at their respective center frequencies than when set 
for the fundamental frequency. Hence, the overall dynamic 
response is not significantly impacted by the involvement of a 
cascaded band-stop filtering stage. Further, the obtained signal 
at the output of CBSFs is sampled at the absolute peak of its 
derivative. This sampled value represents the FAC of load cur-
rent, iFAC, which should be drawn from the grid to ensure SC. 
The mathematical basis of the proposed FACE is discussed in 
detail in further sections. Further frequency and time domain 
analysis are provided to validate fast dynamic response and ac-
curacy for FAC extraction. The FACE method is computation-
ally efficient, ensuring fast dynamic response and ripple-free 
steady-state operation. Unlike LMS-based approaches, it does 
not require iterative adaptation or learning rate tuning. Com-
pared to ANN-based techniques, it eliminates the dependency 
on pre-trained models, making it more suitable for real-time 
operation. Further, the performance analysis of the M-V2G 
interface, based on the experimental studies, with the proposed 
FACE unit under four modes reveals its feasibility and practi-
cability. With the merits of accurate and fast FAC extraction, 
computational simplicity, and ease of implementation, the 
FACE unit stands out as a key contribution. Furthermore, the 
proposed M-V2G control strategy ensures that even when API 
is not feasible due to battery unavailability, the voltage source 
inverter (VSI) can still be utilized for SC, improving overall 
system efficiency. This multi-functional operation enhances 
PQ at the point of common coupling (PCC) and maximizes the 
utilization of the V2G interface.

To summarize, the key contributions of this work are: (i) 
M-V2G operation enabling increased VA utilization, even in 
the absence of a battery for API operation, (ii) a novel FACE 
algorithm with fast dynamic response for the implementation 
of SC using the M-V2G interface, (iii) frequency response 
analysis and step response analysis conducted to validate effec-

tive filtering and rapid dynamic response, and (iv) experimen-
tal validation of the four operating modes, demonstrating the 
feasibility and practical implementation of the proposed FACE-
based control for the V2G interface.

II. Operation of Multi-Functional V2G Interface
The EV charger employs ac-dc and dc-dc converters to 

charge EV batteries from the grid. The charging process of 
EV batteries from the grid refers to G2V operation. EVs can 
provide auxiliary services to the grid, such as grid support 
through API. Such operation of an EV charger wherein power 
flows from the EV battery to the grid is referred to as the V2G 
operation. For EVs to facilitate V2G operations, the employed 
converters in the interface should be bidirectional. Fig. 1 shows 
the power circuit of the M-V2G interface, comprising a battery 
interfaced with the grid through a bidirectional dc-dc convert-
er and VSI. VSI is interfaced with the grid through coupling 
inductors, La-Lb-Lc. In Fig. 1, vGa-vGb-vGc are grid voltages at 
the PCC with frequency ω and phase angle θ, iGa-iGb-iGc are 
grid currents, iLa-iLb-iLc are load currents, iVa-iVb-iVc are currents 
supplied by the V2G interface, Cdc is the dc-link capacitor, vdc 
is the dc-link voltage, and vB-iB are battery voltage and battery 
current. For the traditional V2G operation, EVs are required. 
The V2G interface is redundant in case (i) batteries are not 
available for the V2G operations and (ii) the state of charge 
(SOC) of the battery is not adequate. Also, in case the available 
battery has a lower capacity than the rating of the V2G inter-
face, the interface will not be utilized to its maximum rating. 
This work proposes multi-functional control of the V2G inter-
face with a fast dynamic response for SC. 

The block diagram depiction of multi-functional control of 
the V2G interface is mentioned in Fig. 2. The phase-locked 
loop (PLL) algorithm processes vGa-vGb-vGc and computes phase 
angle, θ. Based on estimated θ, unit vector templates (UVTs), 
uGa-uGb-uGc, are computed. The proposed FACE unit utilizes iLa-
iLb-iLc and θ for the computation of FAC of load current denoted 
as iFAC. With the two-stage system, as shown in Fig. 1, the dc-
dc converter will feed power at the dc-link for API. For G2V 
operation, ac-dc conversion is required. It is accomplished 
by regulating the dc-link voltage. When dc-dc draws power 
from dc-link for charging the battery pack, vdc starts decreas-
ing. On the contrary, when the dc-dc converter injects power 
into the dc-link from the battery pack, vdc starts rising. The dc-
link voltage control loop regulates vdc by drawing power from 
the grid when required for the battery charging and injecting 
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Fig. 1. Power circuit of M-V2G interface.

Fig. 2. Control circuit of M-V2G interface.
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power to the grid during API operation. vdc is compared with a 
reference voltage, vdcR and the resulting dc-link voltage error, 
edc, is processed by the proportional-integral (PI) controller for 
computing the peak value of active current to be injected into 
the grid for regulation of vdc, denoted as idc. It is to be noted that 
idc represents active power consumed by the VSI on account 
of losses and active power demanded or injected by the dc-dc 
converter. Neglecting the losses compared to the active power 
being exchanged at the dc-link, idcR can be represented as IAPI. 
IAPI represented as the peak value of FAC of injected currents at 
PCC. The corresponding product of IAPI and uGa-uGb-uGc, denot-
ed as idcRa-idcRb-idcRc, represents the instantaneous values of ac-
tive current to be injected into the grid for regulation of vdc. The 
dc-link voltage control loop facilitates ac-dc conversion during 
battery charging and dc-ac conversion during API operation. 
Based on the active operating mode, IAPI, iLa-iLb-iLc, and iFAC, ref-
erence grid currents, denoted as iGaR-iGbR-iGcR, are determined. 
Based on iGaR-iGbR-iGcR and iGa-iGb-iGc, hysteresis current control-
ler generates gate pulses for the VSI of M-V2G interface.

The multi-functional operation of the V2G interface refers to 
the implementation of SC alongside traditional API operation. 
The power interface between the grid and the vehicle is de-
signed based on the charging requirement of the battery. How-
ever, when implementing V2G operation, the batteries may not 
be discharged at full capacity, or sometimes lower capacity bat-
teries are available for V2G operation. In such a scenario, the 
power interface may not be operated at its rated capacity. To 
increase the utilization of the V2G interface, SC can be imple-
mented for the other loads at the station premise alongside API. 
This not only increases VA utilization of the V2G interface but 
also helps in improving the PQ. The four operating modes of 
the proposed M-V2G interface are (A) API only, (B) API and 
SC, (C) API with partial SC, and (D) SC only. For each mode, 
Table II shows the functionality, reference current for the V2G 
interface, iVxR(t), currents for SC, iSCx(t), and reference grid cur-
rents, iGxR(t), through (1)-(7). Mode-A implements traditional 
V2G with API only. Hence, iVxR(t) is the product of reference 
API, IAPI, and respective UVT, uGx(t), which are obtained using 
PLL. x in subscript denotes phase a, b, or c.

Although the traditional API operation assists the grid in 

supplying active power to the load, it does not resolve the har-
monic current injection issue due to other nonlinear loads at 
the station. To increase VA utilization of the V2G interface and 
improve the PQ at the PCC, Mode-B implements M-V2G op-
eration with concurrent API and SC. iSCx(t) is computed as per 
(6). iVxR(t) is the sum of iSCx(t) and [IAPIuGx(t)]. It is to be noted 
that the V2G interface is designed based on the charging re-
quirements. In case of an increase in load at the PCC, the V2G 
interface might run at overload. When the peak current capac-
ity of VSI, IRM, is exceeded, Mode-C is used, where iVxR(t) can 
be computed as per (3) and iSCx(t) is scaled by the scaling factor 
K. K is defined in (4), where zx is the absolute peak of iSCx(t) 
computed over a cycle. API in Mode-C is as per IAPI, and only 
SC is scaled. A similar approach is reported in [16] and [31] for 
the multi-functional control of battery and solar photovoltaic 
systems. Mode-D is activated when no battery is available. 
Only SC takes place in Mode-D, and the V2G interface only 
provides iSCx(t). The Mode-D operation of the V2G interface 
increases the utilization of the V2G interface by implementing 
SC even when the batteries are not available for the API op-
eration. Thus, Modes A, B, and C require the grid to partially 
support the APDL. Modes B and D fully provide the required 
SC, whereas Mode-C performs partial SC as per the available 
VA ratings. In Modes A and C, the grid provides for the cur-
rent harmonics and RPDL fully and partially, respectively. In 
Modes B, C, and D, the FACE unit needs to compute iFAC for 
implementing SC. 

Mode A to C can be implemented when the battery is fully 
charged. API and API with full or partial shunt compensation 
can be implemented with the battery fully charged. With API, 
the battery gets discharged. Even Mode-D can be activated in 
such a scenario, provided API is not to be carried out. Ideally, 
the battery will not discharge with Mode-D, and the V2G interface 
will be utilized for SC. On the other hand, when the battery is 
fully depleted, Mode A to C cannot be activated. In such a sce-
nario, only Mode-D can be activated. No API will take place. 
However, SC will be carried out to enhance PQ and improve 
the overall utilization of the charging infrastructure. For Modes 
B, C, and D, computation of iFAC is required to perform SC. 

TABLE II
Operation and Reference Current for Each Mode

Current Mode
Operation Reference Current for V2G Interface 

iVxR (t)API SC

iVxR(t)

A ✓ ✗ iVxR(t) = IAPI  uGx(t) (1)

B ✓ ✓ iVxR(t) = IAPI  uGx(t) + iSCx(t) (2)

C ✓ ∆
iVxR(t) = IAPI uGx(t) + K iSCx(t)

K=(IRM  - IAPI) ⁄ max{za , zb , zc } 
(3)
(4)

D ✗ ✓ iVxR(t) = iSCx(t) (5)

iSCx(t) B, C, D - - iSCx(t) = iLx(t) - iFAC(t) uGx(t) (6)

iGxR(t) A, B, C, D - - iGxR(t) = iLx(t) - iVxR(t) (7)

✓ - ✗ - ∆ correspondingly indicates that the functionality can be, cannot be, or is partially implemented.
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III. Proposed FACE Unit
The d-axis load current for non-linear loads comprises a dc 

and several ac components. For a signal comprising an ac and 
a dc quantity, the sampling of the signal at the absolute peak 
of its derivative represents the dc component. This logic does 
not right away apply to the extraction of FAC as multiple ac 
signals are present in the d-axis load current. CBSFs processes 
the d-axis load current to remove all ac components other than 
the lowest order harmonic in order to get around the problem 
before sampling or computing the derivative. The FAC of load 
current can now be computed by sampling the obtained signal 
at the peak of its derivative. 

Table III shows the procedure for the proposed FACE unit, 
with p as the differential operator. Based on the input samples, 
the d-axis load current, iLd, is determined as per (8). To remove 
high-frequency noise, iLd is low pass filtered with a cut-off 
frequency, δ, of 1000 Hz. As shown in (9), where l is the order 
of harmonic and φl is the phase-shift angle of lth harmonic, iLd 
comprises of iFAC as the dc component and multiple ac com-
ponents representing the harmonics. If there was only one ac 
component in iLd, then iFAC could be determined as the sample 
of iLd at the absolute peak of its derivative. To apply this idea, 
the 12th, 18th, and 24th harmonic present in iLd are filtered out by 
processing it through CBSF having a center frequency, δb, of 
12ω, 18ω, and 24ω, respectively. The step response analysis 
of the band stop filter (BSF) reveals a faster dynamic response 
with higher δb. As shown by (10)-(11), in addition, iFAC to the 
output of CBSF, iy, comprises the 6th harmonic and 2nd plus 6th 
harmonic for balanced and unbalanced currents, respectively. 
Here, Ml is the peak magnitude of the lth harmonic. 

The proposed idea necessitates the determination of the 

peak of | piy |, which is given by (12)-(13) for balanced and 
unbalanced cases. With J defined by (14), when the conditions 
specified in (15) are satisfied, iFAC is updated as per (16). For 
the balanced case, iFAC(n) = iy(n-1), which can be estimated 
by sampling iy at the peak of | piy(n) |. At the peak of | piy(n) |, 
p2iy(n), given by (17), is equated to zero, and the roots (i.e. θ)  
are determined. Since M6 > 0, p2iy(n) = 0 holds true when  
sin［(6θ(n)+φ6］= 0, which leads to ［6θ(n)+φ6］= π or 2π. At θ, 
given by (18), iy(n) = iFAC(n). This proves the proposed idea.

For an unbalanced case, as two ac quantities present in iy. 
Hence, iFAC cannot be estimated by sampling iy at the peak 
of | piy |. The use of BSF to eliminate the 2nd harmonic can 
resolve the issue, but the response time for BSF is higher for  
the 2nd order harmonic. Alternately, if 6th harmonic is elimi-
nated using BSF, then similar approach as given by (14)-(16) 
is followed. TR, the maximum time for computing the new 
value of iFAC upon change in load, is given by (19), where tL-
tCBSF-th correspondingly indicate the response time of LPF, 
response time of BSFs involved, and maximum time between 
the instants of load change and next peak of | piy(n) |. The step 
response for CBSF under balanced and unbalanced load con-
ditions are shown in Figs. 3 and 4, respectively. Based on the 
step response analysis using MATLAB’s stepinfo function, TR 
for balanced and unbalanced cases is determined as 4.3 ms and 
9.6 ms, respectively. Hence, for instant change in load, the new 
value of FAC will be estimated within 9.6 ms. Further, bode 
plots for CBSF utilized for balanced and unbalanced conditions 
are shown in Figs. 5 and 6, respectively. It is to be observed 
from bode plots that the higher order harmonics are attenuated 
as magnitude/attenuation at their frequencies is very close to 
zero. 

p2 iy(n) = -36M6(n) sin［6θ(n)+φ6］            (17)

TABLE III
Pseudo-Code for the Proposed FACE

Operation Mathematical Operation

Initialize sampling instant n as 1

Sample iLa - iLb - iLc and obtain uGa(n) - uGb(n) - uGc(n) from the PLL.

Compute  
iLd

iLd (n) = (2⁄3)×∑x=a,b,c iLx(n) ux(n)
         =iFAC(n)+∑l=2,6,12,18,24 Ml(n) sin［lθ(n)+φl］

(8)
(9)

Compute  
iy

For a balanced system,
iy(n) = iFAC(n) + M6(n) sin［6θ(n)+φ6］

For an unbalanced system,
iy(n) = iFAC(n) + ∑l=2,6 Ml(n) sin (lθ(n)+φl) 

(10)

(11)

Compute 
| piy |

For a balanced system, 
| piy (n) | = | 6M6(n) cos［6θ(n)+φ6］|
For an unbalanced system, 
| piy (n) | = | ∑l=2,6 lM6(n) cos［lθ(n)+φl］|

(12)

(13)

Update  
iFAC

J(n) = | piy (n) | 
Condition: J(n-1) ≥ J(n) & J(n-1) ≥ J(n-2) 
iFAC(n) = iy(n-1) 

(14)
(15) 
(16)

Repeat the process with n = n + 1.

Fig. 3. Step response of CBSF implemented for balanced loading conditions.

Fig. 4. Step response of CBSF implemented for unbalanced loading conditions.
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θ =［(π - φ6) ⁄ 6］or［(2π - φ6) ⁄ 6］             (18)

TR = tL + tCBSF + th                                (19)

Another approach is proposed for the estimation of iFAC un-
der unbalanced conditions. For the unbalanced case, as per (11) 
and (13), there would be two ac quantities present in iy(n) and  
| piy(n) |. Now, iFAC cannot be estimated by sampling iy at the 
peak of | piy |. As presented earlier, the use of BSF to eliminate 
either the 2nd or 6th harmonic can resolve the issue. The elim-
ination of the 2nd harmonic would incur increased response 
time compared to proceeding with the elimination of the 6th 

harmonic component. However, one more filtering stage 
would be required. Another approach is presented wherein an 
additional filter for removing either the 2nd or 6th harmonic is 
not required. For unbalanced load currents, iy and piy are shown 
in Fig. 7. iy sampled at the peak of | piy | over a 10 ms duration 
(i.e. time period of 2nd harmonic) are given by R1-R6. These six 
consecutive samples are stored in an array based on first-in-
last-out, and as per (20), the average of six samples represents 
iFAC as given in (21). As shown in Fig. 7, the average of R1-R6 
is 7.001 A, which is equal to iFAC. This approach of computing 
iFAC based on averaging the values of iy sampled at the peak of 
| piy | over a 10 ms duration has a larger response time than the 

previous approach. Further, FAC estimated with the proposed 
FACE unit will be utilized by the overall control algorithm to 
implement various operating modes of the M-V2G interface. 
The proposed FACE offers accurate estimation and a fast dy-
namic response and is easier to implement.

For j = 5:1, A( j+1) = A( j ) & A(1) = iy(n)           (20)

iFAC =  A(k)                                  (21)

IV. Results and Discussions
Experimental studies are performed to validate the perfor-

mance of the M-V2G interface controlled with the proposed 
FACE unit. The experimental setup is shown in Fig. 8. The 
V2G interface comprises a 3-phase grid-tied VSI employing 
IGBTs SKM100GB12T4. vGx is 70.7 V, and nominal grid 
frequency is 50 Hz.  The value of Lx is 10 mH. The value of 
Cdc is 1500 μF. The control algorithm, comprising overall 
multi-functional control comprising the proposed FACE unit, is 

Fig. 5. Bode plot of CBSF implemented for balanced loading conditions.

Fig. 7. iy and piy for unbalanced loading.

Fig. 8. Experimental prototype model of M-V2G controlled with the proposed 
FACE.

Fig. 9. Performance analysis of M-V2G interface with the proposed FACE. vGa-
iGa-iLa-iva for mode transition from Mode A-D.

Fig. 6. Bode plot of CBSF implemented for unbalanced loading conditions.
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implemented in dSPACE MicroLab Box 1202. For feedback, 
LV25-P/SP2 voltage sensors and LA55-P/SP1 current sensors 
are used. Load comprises of parallel connection of 3-phase 
uncontrolled rectifier with a load resistance of RDBR and 3-phase 
RL load. The list of parameters used in experimental studies 
are given in Table IV. Programmable dc power supply emu-
lates EV battery and bi-directional dc-dc converter.

Figs. 9 and 10 show the performance analysis of the M-V2G 
interface with the proposed FACE for phase-a. Figs. 9 and 10 
exhibit performance during transitions from Modes A-D and 
B-C, respectively. The peak magnitudes (PMs) and THD of 
iGa-iLa-iVa are indicated in Table V for each mode. With Load-I, 
for Modes A and D, iLa is non-sinusoidal with PM and THD 
of 3.1-3.1 A and 19.6%-20.3%. In Fig. 9, during Mode-A, the 
M-V2G interface performs API with IAPI of 2.0 A. Hence, iVa is 
sinusoidal with %THD<5. iGa caters to RPDL, current harmon-
ics of load, and the remaining APDL. It is now equal to (iLa-
iVa), and it provides RPDL fully and APDL partially. Hence, the 
THD of iGa exceeds 5%. Now, if the battery is unavailable, the 

Fig. 10. Performance analysis of M-V2G interface with the proposed FACE. 
vGa-iGa-iLa-iva for mode transition from Mode B-C.

TABLE IV
List of Parameters Used in Experimental Study

TABLE V
Measured Peak Values and %THD of iGa-iLa-iVa for the Four Operat-

ing Modes 

TABLE VI
Power Analysis for the Four Operating Modes

Parameter Value

Supply 3-phase, 122.47 V ac voltage

Nominal supply frequency 50 Hz

IGBT part no. SKM100GB12T4

La - Lb - Lc 10 mH

Cdc 1500 μH

Controller dSPACE MicroLab Box 1202

Voltage sensors LV25-P/SP2

Current sensors LA55-P/SP1

Load Configurations

Load (Ω) Load Parameters (Ω)

I II III IV V VI

Impedance/phase of 
the 3-phase R-L load

Z1 = 50 + jω0.2
Z2 = 32 + jω0.03

RDBR 50 25 50 50 25 25

ZLIN

-- -- Z1 Z1 Z1 Z1

-- -- Z1 Z1 Z1 Z1

-- -- Z1 Z2 Z1 Z2

system shifts to Mode-D and M-V2G interface performs SC as 
per the proposed FACE unit to deliver iSCa. Hence, iVa is highly 
distorted. But, iGa is sinusoidal and in-phase with vGa as it needs 
to cater to APDL only. Thus, with Mode-D, the system is not 
redundant when the battery is unavailable and performs PQ 
enhancement.

Fig. 10 shows the M-V2G operation for Mode B-C. In 
Mode-B, the M-V2G interface performs API to partially meet 
the APDL and SC. Load-III is present in Mode-B. As a result 
of SC implemented by the M-V2G interface, iVa is non sinu-
soidal and iGa is sinusoidal with %THD<5. Mode-C is initiated 
with Load-V and IRM - IAPI  as 4.0-1.0A, and K = 0.645. K<1 
indicates partial SC. Hence, 64.5% of iSCa is supplied by the 
M-V2G interface and the remaining is catered by the grid. 
With partial SC as per IRM limit, M-V2G interface ensures that 
the THD of iGa is less than that of iLa. The proposed FACE unit 
facilitates seamless operation and transitions between M-V2G 
functionalities. Such M-V2G operation increases VA utilization 
while adhering to VA ratings. 

The active and reactive power supplied by the grid, PG - QG, 
supplied by the M-V2G interface, PV - QV, and consumed by 
the load, PL - QL, are given in Table VI. In Mode-A, PV partial-
ly meets the APDL and does not perform SC. Hence, the grid 
caters to the remaining APDL. As SC is absent, QL = QG. Also, 
the harmonic currents are fed from the grid. In Mode-B, as the 
M-V2G interface performs SC and API, QV = QL, QG = 0, and 

Mode
Peak Value %THD

iGa iLa iVa iGa iLa iVa

Mode-A 2.1 3.1 2.0 38.0 19.6 4.6

Mode-B 3.2 4.3 3.0 4.0 15.0 30.0

Mode-C 5.8 6.9 3.4 6.7 13.3 25.0

Mode-D 3.5 3.1 2.3 3.5 20.3 61.0

Mode Load
Grid Load M-V2G Interface

PG
(W)

QG
(VAr)

PL
(W)

QL
(VAr)

PV
(W)

QV
(VAr)

A I 214 136 472 147 258 11

B III 467 -2 567 285 100 287

C V 812 179 912 508 100 329

D I 505 0 465 146 -40 146
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APDL is met by the grid and M-V2G interface. Hence, PL = PG 

+ PV. In Mode-C, partial SC is implemented by the interface to 
avoid its overloading, QL = QG + QV. Also, the M-V2G interface 
now partially caters to APDL. With the unavailability of a bat-
tery, the operation shifts to Mode-D, wherein SC is performed 
by the V2G interface. Hence, QG = 0 and QL = QV. Now, as 
APDL is met by the grid, PL = PG. 

Figs. 11 and 12 show the steady-state and dynamic response 
for i1 - i4 for balanced and unbalanced loads with time to reach 
the new steady state indicated individually. i1 - i4 respectively 
denote the FAC computed with the proposed method, syn-
chronous reference frame theory (SRFT) with filter cut-off 
frequency, δ,  of 50 Hz, SRFT with δ = 10 Hz, and LMS algo-
rithm with μ = 0.01, reported in [20]. The comparison of the 
FAC extraction with these four methods is given in Table VII, 
while the estimated values are mentioned in Table VIII. With 
the change from Load-I to Load-II, i1 has the fastest dynamic 
response, and i3 has a sluggish response. With larger δ, i2 has 
a faster response as compared to i3. However, as observed 
from Fig. 12, with the unbalanced loading (Load IV to VI), the 
higher δ cannot fully attenuate the 2nd harmonics, and hence 
ripples are observed in the steady state. However, this is not 
the case with the proposed method; no ripples are observed in 
the steady-state, even for unbalanced loading. LMS algorithm 
exhibits a slower dynamic response for the given μ and consid-
ered loads. The optimal selection of a variable μ can improve 
the response, but the computational complexity will signifi-
cantly increase. The experimental studies validate the fast, 
dynamic and accurate steady-state response of the proposed 
FACE.

V. Conclusion
This paper proposes an M-V2G interface with a new FACE 

unit for improved dynamic response for SC. The reported 
M-V2G operation performs (A) API only, (B) API and SC, (C) 
API and partial SC, and (D) SC only. FACE is mandatorily 
needed for Modes B, C, and D. A new FACE unit is proposed, 
which offers the benefits of computation simplicity, ease of 
implementation, fast dynamic response, and ripple-free steady-
state response. The merits of the proposed scheme are evident 
from the presented comparative analysis. Also, the fast dynam-
ic response offered by the proposed extraction scheme results 
in a seamless transition among the various operating modes. If 
a signal comprising of an ac and a dc component is sampled at 
the absolute peak of its derivative, then the sample value is the 
dc component. With non-linear loads, the d-axis load current 
comprises a dc and several ac components. Hence, this logic 
is not directly applicable to FAC extraction. To circumvent the 
issue, before sampling or computing the derivative, the d-axis  
load current is processed through CBSF to remove all ac com-
ponents except the lowest-order harmonic. Now, the value 
sampled as per the concept mentioned earlier represents the 
FAC of load current. The excellent harmonic attenuation capa-
bility and fast dynamic response of the CBSF are evident from 
the presented frequency and step response analysis. Math-
ematical derivations for the FACE and steps for controlling 
the M-V2G interface for each mode are discussed in detail. 
Further, the performance of M-V2G has been experimentally 
validated for the four operating modes. Such multi-functional 
operation can result in PQ enhancement through SC, support 
the grid through API, improve the VA utilization of the M-V2G 
interface, and facilitate the use of the interface even when the 
battery is unavailable.

Fig. 11. Dynamic response analysis for balanced load.

Fig. 12. Dynamic response analysis for unbalanced load (Load-IV to Load-VI).

TABLE VII
Comparison of Face based on Experimental Studies

TABLE VIII
Estimated Values with Different FAC Extraction Techniques

FACE Load SRF
δ=50 Hz

SRF
δ=10 Hz

ADALINE 
- LMS Proposed

Ripples
Balanced Less Not 

observed
Not 

observed
Not 

observed

Unbalanced High Not 
observed

Not 
observed

Not 
observed

Transition 
Time (ms)

Balanced 11 51 51 8

Unbalanced 9 48 48 8

Load

Average value of FAC estimated with the proposed SRFT 
with δ=50 Hz, SRFT with δ=10 Hz, and LMS algorithm with 

μ=0.01 for Loads I, II, IV and VI (A)

i1 i2 i3 i4

I 3.0 3.0 3.0 3.05

II 5.3 5.3 5.3 5.4

IV 3.9 3.9 3.9 3.9

VI 6.2 6.2 6.2 6.3
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A Soft-Switching Control Method for Dual Active 
Bridge Converter Over the Full Power and Wide 

Voltage Regulation Range
Yuhang ZHANG, Yong LI, Jianghu WAN, Tingkun WENG, Jie ZHANG, and Yijia CAO

Abstract—The dual active bridge (DAB) has been widely adopted  
in isolated dc-dc conversion applications due to its capability for 
bidirectional power transfer. Among the various control strategies  
for DAB converters, the triple-phase-shift (TPS) control is recognized  
for its effectiveness. In this article, a soft-switching control method  
based on TPS control is proposed, which is advantageous for  
enhancing the efficiency of the DAB converter over  the full power 
and wide voltage regulation range. First, the twelve operating  
modes of the DAB converter are categorized. And then an innovative  
methodology is introduced, wherein the DAB converter is equiva-
lently transformed into a four-switch buck-boost (FSBB) convert-
er by decomposing the midpoint voltage waveforms on both the 
primary and secondary sides. On the basis of the equivalent circuit, 
a hybrid phase-shift control method based on  the soft switching is 
proposed, which delineates the DAB converter into six operating 
modes. To secure smooth and seamless transitions between these 
modes, a unified uni-variate control method is presented, which is 
simple and readily implementable. Ultimately, a 2.5 kW prototype 
is constructed, and the correctness and effective-ness of the proposed 
method are validated via the experimental results.

Index Terms—Dual active bridge, equivalent circuit, full power 
range, soft-switching, wide voltage regulation range.

I. Introduction

WITH the rapid development of the new energy industry, 
the dual active bridge (DAB) converter has been widely  

applied in fields such as dc micro-grids [1], energy storage systems 
[2], and electric vehicle onboard charging systems [3] due to its 
advantages of electrical isolation, high power density, bidirec-
tional energy flow, and ease of achieving soft switching [4], [5]. 
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The DAB was originally introduced in 1991 [6]. Over time, 
phase-shift control has become the primary control method for 
the DAB [7]. Based on the number of control degrees of free-
dom, the control methods can be categorized into single-phase-
shift (SPS) control, extended-phase-shift (EPS) control, dual-
phase-shift (DPS) control, and triple-phase-shift (TPS) control 
[8]. There is a single phase-shift ratio between the primary and 
secondary bridges under SPS control, which is the simplest 
control method. However, during light-load conditions or if the 
input and output voltages are mismatched, the backflow power 
and current stress increase, reducing the range of soft-switching 
conditions [9], [10]. EPS control introduces an phase-shift ratio 
within the full bridge of one side, while DPS control adds the 
same phase-shift ratio within the bridges on both sides. Both 
methods reduce backflow power and current stress, extend the 
range of soft-switching, and enhance efficiency [11], [12]. TPS 
control introduces different internal phase-shift ratios within 
the full bridges on both sides, providing better optimization 
performance. However, the complexity of control is the highest 
under TPS control [13].

To further reduce power losses and enhance efficiency, varied  
solutions have been proposed. Optimized control methods 
aimed at suppressing backflow power are provided in [14]. 
A strategy for minimizing current stress is adopted in [15]. A 
multi-phase-shift control method based on zero-voltage switch-
ing (ZVS) is presented in [16]. Nevertheless, the aforemen-
tioned methods, which are based on EPS or DPS control, have 
been validated merely within a single scenario. These methods 
show limitations in applications with variable port voltages 
or transmission powers, such as in electric vehicle onboard 
charging systems.

Regarding achieving TPS control over a wide operating range,  
there are mainly two ways. One is the lookup table method, 
and the other is the analytical formula method. In the lookup  
table method, a multi-mode control method based on the 
boundary conditions of ZVS is discussed in [17]. However, a  
few switching devices still suffer hard switching in certain modes.  
Consequently, an approach involving frequency modulation 
control is proposed to expand the ZVS range. Both methods  
require offline computations and the use of online lookup  
tables. However, the discreteness of the lookup table data impact  
the optimization effectiveness. To address this, a method relying  
on artificial intelligence algorithms is given in [18], which  
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improves the accuracy of the lookup table method and achieves 
minimum current stress. But the algorithm requires a amount 
of storage space, making it challenging to perform real-time  
calculations on general digital signal processor (DSP) controllers.  
In the analytical formula method, an optimized scheme that  
makes the converter operate with minimized root-mean-square 
(RMS) current across the full power range is presented in [19]. 
Although the efficiency has been improved under light load 
conditions, it remains relatively low under heavy-load con-
ditions. A unified phase-shift control approach, aimed at 
minimizing current stress, is formulated in [20], using the 
Lagrange multiplier method (LMM). In [21], a current stress 
minimization control method based on full ZVS is proposed 
using the LMM. Nonetheless, LMM is typically employed for 
variable minimization at a given transmission power, posing 
difficulties in attaining a global optimal solution [14], [22]. The 
DAB converter is divided into five operating modes, within 
which the local optimal parameters that minimize current stress 
are determined in [23]. However, it does not address research 
on methods for mode transition. Strategies for multi-mode 
switching are proposed in references [24], [25]. However, the 
range of soft switching is limited by the voltage conversion  
ratio and the inductance in [24]. Although full-power-range 
ZVS is achieved, the efficiency significantly decreases if there 
is a mismatch between the input and output voltages in [25].  
The analytical formula method is easier to implement compared  
to the lookup table method, but it still involves complex and 
time-consuming reasoning and calculations. 

To address the limitations of existing methods, the article 
first analyze the division of DAB converter’s operating modes 
under TPS control, providing the criteria and characteristics 
for each mode. Subsequently, the DAB converter is initially 
transformed into an equivalent four-switch buck-boost (FSBB) 
converter by decomposing the midpoint voltage waveforms 
of both the primary and secondary sides. By drawing parallels 
with the control strategies of the equivalent converter, a hybrid  
phase-shift control method achieving soft-switching is presented,  
which delineates six distinct operating modes of the DAB 
converter, covering the whole transferred power and a wide 
voltage regulation range. Furthermore, the transition processes 
between the modes under step-down and step-up conditions 
are revealed respectively. On this basis, a unified uni-variate 
control method is presented, which is simple to implement and 
achieves a smooth and seamless transition between the modes 

proposed. Finally, the correctness and effectiveness of the pro-
posed method have been verified by experiments.

The outline of this article is as follows. In Section II, the 
operating modes of the DAB converter are described under 
TPS control, and the equivalent circuit is introduced. The  
hybrid phase-shift control method is proposed in Section III. 
The unified uni-variate control method is presented in Section 
IV. The strategy is verified by experimental results obtained 
from a DAB converter prototype in Section V, followed by 
conclusion in Section VI.

II. Analysis of the Equivalent Circuit

A. Topology of the DAB Converter

The topology of the DAB converter is shown in Fig. 1. S1 - S4 
form the primary full-bridge H1, and S5 - S8 form the second-
ary full-bridge H2. H1 and H2 are connected by a high-frequen-
cy AC link, which is consist of an inductor and a transformer. 
The voltage conversion ratio is defined as M = Vi / nVo, and Ths  
follows Ths = 1/2 fs, where fs is the switching frequency.

D1 represents the phase-shift ratio between S1 and S4. D2 
denotes the phase-shift ratio between S1 and S5. D3 represents 
the phase-shift ratio between S5 and S8. The value ranges of the 
phase-shift ratios are as follows: 0 ≤ D1 ≤ 1, -1 ≤ D2 ≤ 1,  
0 ≤ D3 ≤ 1. The operating modes under TPS control are catego- 
rized into four classes (i.e., A, B, C, D) as shown in Table I, 
based on the variation of D2 from 1 to -1. Within each class, 
the modes are further divided into three sub-types based on the 
relative positions of the rising and falling edges of the primary 
and secondary side midpoint voltage waveforms. This posi-
tional relationship within half a period can be reflected through 
the relationships among the values of D1, (D2 + D3), and D2. 
The midpoint voltage waveforms of these modes are depicted 
in Fig. 2.

It can be observed in Fig. 2 that there are no regions where 
the primary and secondary midpoint voltages overlap in phase 
in modes A1, A2, A3, C3, D2, and D3. The peak value of the in-

Fig. 1. Topology of the DAB converter.

TABLE I
The Range of Phase-Shift Ratios of Each Mode

Mode The value range of phase-shift ratios

A
A1 0 ≤ D2 ≤ 1, 

1 ≤ D2+D3 ≤ 2

D1 ≤ D2+D3-1 ≤ D2

A2 D2+D3-1 ≤ D1 ≤ D2

A3 D2+D3-1 ≤ D2 ≤ D1

B
B1 0 ≤ D2 ≤ 1, 

0 ≤ D2+D3 ≤ 1

D1 ≤ D2 ≤ D2+D3

B2 D2 ≤ D1 ≤ D2+D3

B3 D2 ≤ D2+D3 ≤ D1

C
C1

-1 ≤ D2 ≤ 0, 
0 ≤ D2+D3 ≤ 1

 D1 ≤ D2+D3 ≤ 1+D2

C2  D2+D3 ≤ D1 ≤ 1+D2

C3  D2+D3 ≤ 1+D2 ≤ D1

D
D1

-1 ≤ D2 ≤ 0,
-1 ≤ D2+D3 ≤ 0

 D1 ≤ 1+D2 ≤ 1+D2+D3

D2 1+D2 ≤ D1 ≤ 1+D2+D3

D3 1+D2 ≤ 1+D2+D3 ≤ D1

Y. ZHANG et al.: A SOFT-SWITCHING CONTROL METHOD FOR DAB CONVERTER OVER THE FULL POWER AND WIDE VOLTAGE REGULATION RANGE



164 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 10, NO. 2, JUNE 2025

ductor current is higher in these six modes compared to others, 
resulting in increased conduction losses and reduced efficiency  
[26]. Besides, conditions involving reverse power, as illustrated  
by modes C1, C2, and D1, are not discussed. Consequently, 
modes B1, B2, and B3 emerge as superior choices for enhancing 
operational efficiency of the DAB converter. Specifically, mode 
B1 offers a transferred power range of [0, 1], enabling operation 
across the full power range. Mode B2 has a transferred power 
range of [0, 2/3], while mode B3 provides a transferred power 
range of [0, 1/2] [10].

B. The Equivalent Circuit of the DAB Converter

Owing to the relatively complex structure of DAB converter 
and its complicated control methods, the paper explores the 
equivalent circuit of the DAB converter from the perspective 
of circuit structure simplification. Moreover, a control method 
applicable for the DAB converter is proposed based on the 
equivalent circuit.

Based on the principle of voltage superposition, the waveform 
of the primary side midpoint voltage vab of DAB converter can 
be decomposed into va and vb, and the decomposed voltage 
waveforms can be equivalently generated by half-bridge circuits. 

As shown in Fig. 3(a), the waveform of vab within one period 
is divided into states I and II. In state I, when vab is high, it can 
be decomposed into a high voltage va and a zero voltage vb, 
which is the same as the voltage of points a and b when Q1 is  
turned on and Q2 is off in half-bridge A. When vab is at zero, it can  
be decomposed into zero voltages for both va and vb, which is 
the same as the voltage at points a and b when Q1 is off and Q2 
is on in half-bridge A. In state II, when vab is negative, it can be 

decomposed into a zero voltage va and a high voltage vb, which  
is the same as the voltage at points a and b when Q1 is on and Q2  
is off in half-bridge B. When vab is at zero, it can be divided into  
high voltages for both va and vb, which is the same as the voltage  
at points a and b when Q1 is off and Q2 is on in half-bridge B. 
Thus, state I can be equivalently generated by half-bridge A, 
and state II can be equivalently generated by half-bridge B.

Similarly, the waveform of the secondary side midpoint voltage  
vcd within one cycle can be decomposed into states III and IV, 
as illustrated in Fig. 3(b). The waveform of state III can be 
equivalently generated by half-bridge C, and the waveform of 
state IV can be equivalently generated by half-bridge D.

On this basis, an equivalent circuit model of DAB converter 
can be constructed to simplify its structure.

According to the previous analysis, the classification of the 
operating modes of DAB converter under phase-shift control 
can be determined by the relative positions of the rising and 
falling edges of the waveforms for vab and vcd. In other words, 
this relative positioning can be reflected through the arbitrary 
combination of the waveforms for vab and vcd .

Within the positive half-cycle of vab, there exist two possible 
combinations of vab and vcd, namely “state I + state III” and “state 
I + state IV”, as shown in their equivalent circuits in Fig. 4.  
According to the previous analysis, the combination of “state I 
+ state IV” should be avoided as it lacks any coincident in phase  
voltage overlap, which results in decreased efficiency. Thus, 
the circuit of the combination “state I + state III” is selected as 
the equivalent circuit for DAB converter.

The equivalent circuit illustrated in Fig. 4(a) actually represents 
the FSBB. A multi-mode ZVS control approach is proposed 

Fig. 2. Midpoint voltage waveforms of each mode under TPS control. (a) Mode 
A1. (b) Mode A2. (c) Mode A3. (d) Mode B1. (e) Mode B2. (f) Mode B3. (g) 
Mode C1. (h) Mode C2. (i) Mode C3. (j) Mode D1. (k) Mode D2. (l) Mode D3. Fig. 3. Midpoint voltage waveforms and equivalent half-bridge circuits. (a) 

Primary side. (b) Secondary side.
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for this converter in [27]. It indicates that the current stress is 
lower in both buck and boost modes compared to the Buck-
Boost mode. Consequently, conduction losses are lower and 
operational efficiency is higher. The waveforms for the buck 
and boost modes are depicted in Fig. 5.

Therefore, the control method of the DAB converter can be 
optimized based on the buck and boost modes of the FSBB.

III. Hybrid Phase-Shift Control Method
The condition for achieving ZVS is that the current flows 

through the anti-parallel diodes of the switching device before 
the gate signal goes high, and the condition for achieving ZCS 
is that the current flowing through the switching device is zero 
if the gate signal goes high. The soft-switching conditions of 
the DAB converter are listed in Table II. 

A. The Analysis of Step-Down Condition (M > 1)

The analysis for the step-down condition is grounded in the 
buck mode of the FSBB. As is shown in Fig. 6(b), S5 and S8 
remain on during t0 - t2. S4 is turned on at t0, and the energy 
is directly transferred from the input side to the output side, 
with the inductor current increasing. S1 is turned off and S2 is 
on at t1, allowing the energy stored in the inductor to continue 
being delivered to the output side, resulting in a decrease in 
current. The difference from the FSBB lies that in the latter, the 
current drops below zero at t2, which allows the anti-parallel 
diode of Q1 to conduct, enabling ZVS for Q1 and transitioning 
to the next cycle. In contrast, the full-bridge structure of the 

DAB converter doubles the period. The negative current at t2 
is unable to achieve soft-switching for S3. Considering this, S3 
should be turned on if the current drops to zero to realize ZCS. 
Since the transition to the next half-cycle occurs exactly at the 
zero-crossing point of the current, this mode is termed the buck 
boundary conduction mode (Buck_BCM). The analysis for the 
latter half-cycle is similar to the preceding text. 

As can be seen from Fig. 6(b), the ZVS conditions listed in 
Table II are met by the current during the conduction of S1 and 
S2, and the ZCS conditions are met by the current during the 
conduction of S3-S8. Therefore, S1 and S2 achieve ZVS, while 
S3-S8 achieve ZCS in the Buck_BCM. The expression of the 
phase-shift ratios can be further derived as follows

                 (1)

Buck_BCM cannot meet the needs of global power operation  
with the fixed inductance and switching frequency of the DAB 
converter. Therefore, it is necessary to adjust the transferred 
power on the basis of Buck_BCM by altering the magnitude or 
duration of the voltage across the inductor. 

If the converter operates under light-load conditions, the 
reduction in the duration of the inductor voltage can result in 
discontinuous current, consequently diminishing the power 
delivery. This mode is defined as the buck discontinuous con-
duction mode (Buck_DCM), with the operational waveform 
depicted in Fig. 6(a). 

As observed in Fig. 6, it is evident that the current state of 
the switches at the moment of conduction in the Buck_DCM 
is consistent with that of the Buck_BCM. Hence, S1 and S2 
achieve ZVS, and S3-S8 achieve ZCS in the Buck_DCM. The 
expression of the phase-shift ratios can be derived as follows

                (2)

Under heavy-load conditions, the transferred power can be 
enhanced by increasing the inductor voltage, which leads to a 
rapid increase in current. There are two methods to increase the 
inductor voltage. One method involves increasing the voltage 
to Vi + nVo, and its operational waveforms is illustrated in red 
in Fig. 7, with the red shaded area representing the transferred 

Fig. 4. Equivalent circuits of DAB converter. (a)“State Ⅰ + state Ⅲ”. (b)“State Ⅰ 
+ state Ⅳ”. 

Fig. 5. Waveforms of FSBB. (a) Buck mode. (b) Boost mode. 

TABLE II
Soft-Switching Conditions of the DAB Converter

Switching devices ZVS condition ZCS condition

S1, S4, S6, S7 iL(t) < 0 iL(t) = 0

S2, S3, S5, S8 iL(t) > 0 iL(t) = 0

Vi-nVo

Vi-nVo-nVo
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power P1. The other method involves increasing the voltage to 
Vi, and its operational waveforms is depicted in blue in Fig. 7, 
with the blue shaded area representing the transferred power P2.

Based on the inductor voltage and current waveforms shown 
in Fig. 7, the expression for the transferred power can be de-
rived as follows

· d                                (3) 

Taking the maximum power Pb of SPS control as [28], the 
p.u. value of P1 is

· dt

(4)

Similarly, the p. u. value of P2 is

· d

(5)

In addition, D1 and D2 satisfy the following constraint condi-
tion within these two methods:

D1 < D2                                         (6)

According to (4) - (6), the relationship between the trans-
ferred power and the phase shift ratios is plotted for different  
values of M, as shown in Fig. 8. It can be observed that P1 is  
always greater than P2 under the constraint condition. Thus,  
elevating the inductor voltage to Vi + nVo is the optimal choice for 
enhancing the transferred power under heavy load conditions.

Since the inductor current remains continuously conductive, this  
mode is defined as the buck continuous conduction mode (Buck_ 
CCM), with its operational waveform presented in Fig. 6(c). 

It can be observed in Fig. 6(c) that ZVS conditions indicated  
in Table II are satisfied by the current of each switch at the moment  
of conduction. Therefore, S1-S8 all achieve ZVS in the Buck_
CCM. The expression of the phase-shift ratios can be further 
derived as follows

D3 = 0                                          (7)

B. The Analysis of Step-Up Condition (M < 1)

The analysis for the step-up operation is based on the boost 
mode of the FSBB. As is shown in Fig. 9(b), S1 and S4 are 
conductive during t0 - t2. S5 is turned on at t0, and energy from 

Fig. 7. Comparison of operational waveforms in two methods.

Fig. 6. Operational waveforms of the DAB converter under step-down condition. (a) Buck_DCM. (b) Buck_BCM. (c) Buck_CCM.
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the input side is stored in the inductor, with the inductor current 
increasing. S7 is turned off and S8 is on at t1, causing both the 
input side and the inductor to transfer energy to the output side, 
resulting in a decrease in current. The current decreases to zero 
at t2, at which point S6 is turned on with ZCS. Similar to the 
Buck_BCM, this mode is defined as the boost boundary con-
duction mode (Boost_BCM). 

From Fig. 9(b), it can be seen that the ZVS conditions 
specified in Table II are met by the current of S7 and S8 at the 
moment of conduction, and the ZCS conditions are met by 
the current of S1-S6 at the moment of conduction. As a result, 
S7 and S8 achieve ZVS, and S1-S6 achieve ZCS in the Boost_
BCM. The expression of the phase-shift ratios can be further 
derived as follows

                (8)

Under light-load conditions, reducing the duration of the  
inductor voltage leads to decreased transferred power. This 

mode is defined as the boost discontinuous conduction mode 
(Boost_DCM), and its waveform is shown in Fig. 9(a). 

In Fig. 9, the current state of the switches at the moment of 
conduction in Boost_DCM is identical to that of Boost_BCM. 
Consequently, S7 and S8 achieve ZVS, and S1-S6 achieve ZCS 
in Boost_DCM. The expression of the phase-shift ratios can be 
further derived as follows

         (9)

Under heavy-load operations, the power transferred can be 
enhanced by raising the inductor voltage to Vi + nVo. This mode 
is defined as the boost continuous conduction mode (Boost_
CCM) because the current remains continuous, with the wave-
form illustrated in Fig. 9(c). 

In Fig. 9(c), ZVS conditions outlined in Table II are satisfied by 
the current of all switches at the moment of conduction. Therefore, 
S1-S8 all achieve ZVS in the Boost_CCM. The expression of 
the phase-shift ratios can be further derived as follows

Fig. 9. Operational waveforms of  the DAB converter under step-up condition. (a) Boost_DCM. (b) Boost_BCM. (c) Boost_CCM.

D
2 D 1
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Fig. 8. Comparison of transferred power between two methods. (a) M = 1.2. (b) M = 2.
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D1 = 0                                         (10)

This method is termed the hybrid phase-shift control method 
due to its implementation of multi-mode and multi-phase-shift 
control. 

Regarding the power transmission capability, the six operating 
modes can be categorized according to the relationships of the 
phase shift ratios. Buck_CCM and Boost_CCM are grouped 
under mode B1 shown in Table I. As analyzed in Section II, this 
mode covers the entire range of transferred power, enabling the 
DAB converter to operate under heavy load conditions. Boost_
DCM and Boost_BCM are classified as mode B2, and Buck_
DCM and Buck_BCM are classified as mode B3, with their 
respective transferred power ranges being [0, 2/3] and [0, 1/2]. 
These two modes are suitable for the DAB converter to operate 
under light and medium load conditions.

IV. A Unified Uni-Variate Control Method
To meet diverse transferred power requirements, three operating 

modes are proposed in the previous section for both step-down 
and step-up conditions. However, the transferred power is not 
static, and DAB converter is required to transit seamlessly 
among the various modes in practical applications. Therefore, a 
unified uni-variate control method which is simple and feasible 
is proposed in this section to meet the need of  transitions.

A. Transition Method for Discontinuous Conduction of Current

The waveforms of DCM and BCM under both step-down 
and step-up conditions are illustrated in Fig. 10. The solid 
red lines represent DCM, and the dashed blue lines represent 
BCM.

In the Buck_DCM, the inductor current initially rises with a 
slope of (Vi -nVo)/L over a period T1, then falls with a slope of 
nVo/L over a period T2. In the Buck_BCM , the inductor current 
first increases with a slope of (Vi-nVo)/L over a period T1

', and 
then decreases with a slope of nVo/L over a period T2

'. These 
two periods satisfy the following expression

                                   (11)

It can be observed that as the transferred power increases, 
T1 gradually increases to T1

', T2 increases to T2
'. The periods all 

satisfy the following expression

                            (12)

By solving (11) and (12), T1
' and T2

' can be expressed as

·

·

                          (13)

It is evident that T1 and T2 are coupled in (12). Therefore, 
during the transition from Buck_DCM to Buck_BCM, T2 will 
be automatically regulated if T1 is adjusted.

In Boost_DCM, the inductor current first rises with a slope of  
Vi/L over a time period T3, then falls with a slope of (Vi-nVo) /L 
over a time period T4. In the Boost_BCM, the inductor current 
first increases with a slope of Vi/L over a time period T3

', then 
decreases with a slope of (Vi-nVo)/L over a time period T4

'. 
These two periods satisfy the following expression

                                   (14)

It can be seen that T3 gradually increases to T3
', T4 gradually  

increases to T4
' with the transferred power increasing. The  

periods all satisfy the following expression

                            (15)

By solving (14) and (15), T3
' and T4

' can be expressed as

·

·

                            (16)

It is apparent that T3 and T4 are also coupled in (15). There-
fore, the transition from Boost_DCM to Boost_BCM can be 
achieved by adjusting T3, and T4 is regulated accordingly.

B. Transition Method for Continuous Conduction of Current

Fig. 11 gives the waveforms of BCM and CCM under both 
step-down and step-up conditions, with solid red lines repre-

Fig. 10. Inductor current waveforms under DCM and BCM. (a) Buck_DCM 
and Buck_BCM. (b) Boost_DCM and Boost_BCM. Fig. 11. Inductor current waveforms under BCM and CCM. (a) Buck_BCM 

and Buck_CCM. (b) Boost_BCM and Boost_CCM.
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senting BCM and dashed blue lines representing CCM.
In the Buck_CCM waveform shown in Fig. 11(a), the inductor  

current initially rises with a slope of (Vi + nVo)/L over a period  
T5, then continues to rise with a slope of (Vi-nVo)/L over a  
period T1

′′, and finally falls with a slope of nVo/L over a period 
T2

′′. These periods satisfy the following expression

                                (17)

Based on the analysis in subsection A of Section III, in the 
shift from Buck_BCM to Buck_CCM, it is optimal to increase 
the inductor voltage to Vi + nVo , thereby introducing T5. When 
the transferred power needs to be adjusted in Buck_CCM, there 
are three control degrees of freedom (i.e., T5, T1

′′, T2
′′), which 

increase the complexity of control. Thus, it is advisable to keep 
T1

′′ equal to T1
′. When adjusting T5, T2

′′ will be automatically  
adjusted according to  (17).

In Boost_CCM waveform shown in Fig. 11(b), the inductor 
current first rises with a slope of (Vi + nVo)/L over a period T6, 
then increases with a slope of Vi/L over a period T3

′′, and subse-
quently decreases with a slope of (nVo-Vi)/L over a period T4

′′. 
These periods satisfy the following expression

                                 (18)

During the transition from Boost_BCM to Boost_CCM, 
raising the inductor voltage to Vi + nVo , which introduces T6. In 
Boost_CCM, by keeping T3

′′ equal to T3
′, the transferred power 

can be adjusted by varying T6, with T4
′′ automatically adjusting 

in accordance with  (18).

C. The Principle of the Unified Uni-Variate Control Method 

Fig. 12 illustrates the transitions among DCM, BCM and 
CCM. Based on the analysis from the previous subsections, the 
transitions can be achieved by adjusting T1 and T5 under step-
down conditions. To reduce the complexity of control, a unified 
control variable tpi is defined to regulate T1 and T5 in Fig. 12(a).

In Buck_DCM, the value of tpi ranges from [0, T1
′], and the 

expression of tpi is

tpi = T1                                          (19)

Furthermore, the expressions for the phase-shift ratios can 
be calculated as follows in conjunction with (2)

·

·                            (20)

In Buck_BCM, the expression of tpi is

·                              (21)

At this time, the phase-shift ratios still satisfy (20).
In Buck_CCM, the range of tpi is [T1

′, Ths], and the expres-
sion of tpi is

·                       (22)

By integrating (7), the expressions for the phase-shift ratios 
can be derived as follows

                                  (23)

As the transferred power increases, the value of tpi will 
monotonically increase according to (19), (21) and (22). Since 
tpi changes continuously, the transition process between modes 
is also continuous and smooth.

Under step-up conditions, the transitions can be realized by 
controlling T3 and T6. Similarly to the step-down conditions, tpi 
can still be used to regulate T3 and T6 in Fig. 12(b).

In Boost_DCM, the value of tpi ranges from [0, T3
′], and the 

expression of tpi is
tpi = T3                                       (24)

The expressions for the phase-shift ratios can be calculated 
by combining (9) as follows

·

·

                       (25)

In Boost_BCM, the expression of tpi is

Fig. 12. The transitions among DCM, BCM and CCM. (a) Step-down 
condition. (b) Step-up condition.
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·                         (26)

At this point, the phase-shift ratios still satisfy (25).
In Boost_CCM, the range of tpi is [T3

′, Ths], and its expression 
is given by

·                (27)

Furthermore, the expressions for the phase-shift ratios can 
be derived as follows in conjunction with (10)

                         (28)

Drawing from (24), (26) and (27), it is evident that the value 
of tpi increases steadily and monotonically with the transferred 
power increasing, thereby achieving a smooth transition  
between modes.

As shown in Fig. 13, the closed-loop control system of the 
unified uni-variate control method is constructed. First, the 
input voltage Vi and output voltage Vo of the DAB converter 
are sampled to calculate the voltage conversion ratio M, which 
determines whether the converter is operating under step-
down conditions or step-up conditions. Meanwhile, the output 
current Io is sampled, and the difference between the reference 
current Iref and Io is fed into a PI controller. The output of the 
PI controller serves as the unified control variable tpi. Subse-
quently, Vi, Vo and tpi are input into the computational model 
to determine the phase-shift ratios D1, D2 and D3. Finally, 
the phase-shift ratios are entered into the PWM generator to 
produce the driving signals, which control the switches of the 
DAB converter. It is evident that the three phase-shift ratios D1, 
D2 and D3 can be managed by merely adjusting the value of tpi, 
thereby reducing the complexity of control. In addition, only 
four expressions are necessary for the computational model, 
making the modulation scheme to be readily implemented us-

ing general DSP.

V. Experimental Verification
As shown in Fig. 14, a 2.5 kW prototype of DAB converter is  

built by SiC MOSFET (i.e., GC3M0040120K) in the laboratory.  
The control algorithms are implemented by the DSP (i.e., 
TMS320F280049), and the experimental parameters are listed 
in Table Ⅲ. In order to verify the effectiveness of the proposed 
method under various values of M, experiments are conducted 
by setting Vo to different values.

A. The Experiment Under Step-Down Conditions (M > 1)

An experiment is conducted with the settings Vi = 300 V, 
Vo = 250 V. It can be seen from Fig. 15 that as the transferred 

Fig. 13. The closed-loop control system of the unified uni-variate control method.

Fig. 14. The 2.5 kW prototype of  the DAB converter.

Fig. 15. The waveform over full power range with Vi = 300 V, Vo = 250 V.

TABLE III
Experimental Parameters

Parameter Value
Input dc voltage 300 V
Output dc voltage 230-370 V
Inductance 30 μH
Transformer turn ratio 1∶1
Switching frequency 50 kHz

100 V/div 8 V/div

100 V/div
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power increases, the converter sequentially operates in Buck_
DCM, Buck_BCM, and Buck_CCM, achieving smooth tran-
sitions. The switching waveforms of S1 and S7 are displayed in 
Fig. 16. Across all three modes, S1 consistently achieves ZVS, 
and S2 exhibits similar behavior. S7 achieves ZCS in Buck_
DCM and Buck_BCM, and ZVS in Buck_CCM. S3 - S6 and 

S8 all behave similarly to S7. 
Further experiments are conducted with Vo set to 280 V and 

230 V, respectively. The waveforms of Buck_DCM, Buck_
BCM and Buck_CCM are presented in Fig. 17, thereby vali-
dating the effectiveness of the proposed method across a wide 
range of output voltage.

B. The Experiment Under Step-Up Conditions (M < 1)

With the settings Vi = 300 V, Vo = 350 V, Fig. 18 shows that 
the converter transitions through Boost_DCM, Boost_BCM, 
and Boost_CCM, seamlessly. The switching waveforms of 
S1 and S7 are depicted in Fig. 19. In Boost_DCM and Boost_

Fig. 16. The switching waveforms with Vi = 300 V, Vo = 250 V. (a) S1 in Buck_
DCM. (b) S1 in Buck_BCM. (c) S1 in Buck_CCM. (d) S7 in Buck_DCM. (e) S7 
in Buck_BCM. (f) S7 in Buck_CCM.

Fig. 18. The waveform over full power range with Vi = 300 V, Vo = 350 V.

Fig. 19. The switching waveforms with Vi = 300 V, Vo = 350 V. (a) S1 in Boost_
DCM. (b) S1 in Boost_BCM. (c) S1 in Boost_CCM. (d) S7 in Boost_DCM. (e) 
S7 in Boost_BCM. (f) S7 in Boost_CCM.

Fig. 17. The waveforms under step-down conditions with Vi = 300 V. (a) Vo = 
280 V in Buck_DCM. (b) Vo = 280 V in Buck_BCM. (c) V o = 280 V in Buck_
CCM. (d) Vo = 230 V in Buck_DCM. (e) Vo = 230 V, in Buck_BCM. (f) Vo = 
230 V in Buck_CCM.
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BCM, S1 achieves ZCS, and in Boost_CCM, it achieves ZVS. 
S2 - S6 behave similarly to S1. S7 achieves ZVS across all three 
modes, and S8 has the same performance as S7. 

Furthermore, experiments are conducted with Vo set to 320 
V and 370 V, respectively. The waveforms of Boost_DCM, 
Boost_BCM, and Boost_CCM are displayed in Fig. 20.

C. Current Stress Analysis 

The curves of the current stress by employing the method 
proposed are illustrated in Fig. 21, and the comparison is made 
with the optimization methods presented in [21]. 

As can be observed from Fig. 21(a), under the condition 
of M = 1.67, the current stress of the proposed method is  
significantly lower over the full power range compared to other 
methods. From Fig. 21(b), it is evident that under the condition 
of M = 0.65, the current stress of the proposed method is smaller  
over the majority of the power range. During the transition 
from light load to heavy load, the introduction of the high-slope 
inductor current in the Boost_CCM mode results in the current 
stress being slightly higher than that of the TPS-CO within a  
certain power range. Furthermore, the current stress is obviously  
decreased under heavy load by the proposed method.

D. Power Losses  and Efficiency Performance  

Fig. 22 illustrates the power losses in various components 
of the experimental prototype operating under Buck_DCM 
and Boost_DCM. The power losses include switching loss, 
conduction loss, transformer core loss, transformer copper loss, 
and other loss. The term “other loss” refers to the additional 

Fig. 20. The waveforms under step-up conditions with Vi = 300 V. (a) Vo = 320 
V in Boost_DCM. (b) Vo = 320 V in Boost_BCM. (c) Vo = 320 V in Boost_
CCM. (d) Vo = 370 V in Boost_DCM. (e) Vo = 370 V in Boost_BCM. (f) Vo = 
370 V in Boost_CCM.

Fig. 22. The power losses of the prototype. (a) Buck_DCM with Vi = 300 V, Vo 

= 250 V, P = 570 W. (b) Boost_DCM with Vi = 300 V, Vo = 350 V, P = 620 W. 

Fig. 21. The curves of the current stress versus transferred power under various 
control method. (a) Step-down conditions with M = 1.67. (b) Step-up conditions 
with M = 0.625.
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loss caused by sampling circuits, snubber circuits and PCB 
trace resistances, etc.

The curves of the efficiency under step-down and step-up 
conditions are presented in Fig. 23, which indicates that the 
prototype exhibits good excellent operational performance, 
with an overall high efficiency, peaking at 98.6%.

E. Comparison With Other Methods

A comparison of the proposed method with others is  
presented in Table Ⅳ. As shown in Table Ⅳ, while the method 
in [17] reports the highest efficiency, its performance at higher 
switching frequencies remains untested. Moreover, its reliance 

P/W

P/W
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on lookup tables poses challenges in real-time application. 
Both the voltage regulation capability and switching frequency 
in [19] are limited, with efficiency falling below 96% under  
heavy-load conditions. The switching frequency and the  
efficiency are lower in [23]. In [25], although the highest  
frequency is achieved, the efficiency is compromised, reducing 
its applicability. Moreover, the latter three methods involve  
complex and time-consuming analysis of mathematical formulas,  
resulting in increased control difficulty.

VI. Conclusion
This article proposes a soft-switching control method de-

signed for the DAB converter to operate efficiently across the  
full power and wide voltage regulation range. Utilizing the principle  
of voltage superposition, the DAB converter is innovatively 
transformed into an FSBB converter through the decomposition  
of the midpoint voltage waveforms vab and vcd. Based on the 
equivalent circuit, a hybrid phase-shift control method is  
proposed, which categorizes the DAB converter into six  
operating modes according to the transferred power, with all 
six modes facilitating soft-switching of the switching devices. 
To realize seamless transitions between proposed modes, a 
unified uni-variate control method is introduced, along with the 
construction of a closed-loop control system. This method not 
only simplifies the control process but also facilitates real-time 
computation, making it compatible with common DSP. The 
experimental results from the prototype have demonstrated that 
the proposed method enables the DAB converter to achieve 
global soft-switching operation over the full power and wide 
voltage regulation range, resulting in enhanced operational  
efficiency.
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Research on Dead Time Optimization Characteristics 
of High-Power Three-Phase LLC Resonant Converter

Xianjin HUANG, Hongchao BAI, Zhidong XUE, Yinghui ZHAO, Wenwen SHI, and Linfeng ZHAO

Abstract—Reasonable dead time is a prerequisite for realiz-
ing zero-voltage turn-on (ZVS) of IGBT in a three-phase LLC 
converter. At the same time, the operating temperature greatly 
affects the output capacitance characteristics of IGBT. When the 
operating temperature of the IGBT rises, it will result in the dead 
time that has been set is no longer appropriate, thus making the 
IGBT lose the soft-switching operating characteristics. To address 
this problem, the article analyzes the soft-switching realization 
conditions of the three-phase LLC converter and studies the rela-
tionship between the soft-switching realization and the dead time. 
The shutdown characteristics of IGBTs at different operating 
temperatures are analyzed. It is found that the higher the operat-
ing junction temperature of IGBTs in three-phase LLC resonant 
circuits, the more unfavorable it is to realize soft switching, and 
the formulas of the minimum dead time and the maximum dead 
time to ensure the zero-voltage turn-on of IGBTs at the worst 
operating temperatures are deduced. A 100 kW three-phase 
LLC converter prototype is constructed for verification. The soft 
switching can still be realized and the high efficiency can be main-
tained under the case of higher operating power, which verifies 
the accuracy of the dead time optimization design.

Index Terms—Dead time, IGBT, soft switching, three-phase 
LLC resonant converter.

I. Introduction

THE LLC resonant converter has the advantages of high 
efficiency, lightweight, small size, and soft-switching  

characteristics, and is capable of realizing zero-voltage switching  
(ZVS) conduction of the primary-side switching tube and  
zero-current switching (ZCS) turn-off of the secondary-side 
rectifier diode within the full-load range, which greatly  
improves the efficiency of the converter[1]-[3].To meet the  
high-power, high-current output requirements, the LLC resonant  
converter can be a multi-phase staggered parallel connection, 
the structure on the one hand, can reduce the current stress of 
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each phase of the switching device of the LLC resonant con-
verter, reduce its loss, on the other hand, can reduce the ripple in 
the output current, improve the service life of the filter capacitor 
[4]-[8]. In practice, a three-phase LLC converter needs to be 
controlled with a dead time to maintain the effective turn-off 
signal until the other switch in the same bridge arm is com-
pletely turned off to avoid the occurrence of the two switching 
tubes in the same bridge arm going straight through [9]. To 
realize the soft-switching operation of the primary switching 
tube, the converter needs to operate in the inductive region 
and the resonant current of the resonant network must be large 
enough to ensure that the parasitic capacitance of the primary 
switching tube and the secondary rectifier diode is fully charged 
and discharged within the dead time [10]. The dead time setting 
is very important for realizing soft switching and is determined 
by the parasitic capacitance of the primary-side switching tube 
and the resonance parameters of the converter. In conventional 
parametric design, the junction capacitance of the IGBT is 
often converted to a definite value when determining the dead 
time, but in practice, the IGBT output capacitance is affected 
by the voltages at the C- and E-pole terminals and the operat-
ing temperature of the IGBT [11]. [12] proposed an efficien-
cy-optimized dead time and excitation inductance design to 
find the efficiency-optimized dead time design by deriving the 
relationship between the switching tube loss and the minimum 
dead time that can satisfy the soft-switching case. The effect 
of power switching tube junction capacitance variation with 
the operating environment is not considered. [13] analyzes 
the principle of selecting the dead time of the LLC converter 
to realize ZVS in a wide regulation range and uses the data in 
the MOSFET manual to calculate the minimum value of the 
dead time of the LLC converter to realize ZVS under the worst 
operating conditions without considering the effects of the 
converter's operating power and the switching tube's operating 
temperature on the switching tube. [14] considered the effect of 
different operating states of the LLC converter on the dead time 
and determined the maximum value of the dead time under ex-
treme operating conditions, but did not analyze the minimum 
dead time. [15] proposed an adaptive deadband modulation 
scheme, which no longer needs to calculate the deadband time 
so that the deadband time changes dynamically with the oper-
ating conditions to realize soft switching, but the control design 
is more complex and may affect the performance of the LLC 
converter using other control methods. [16] proposed a dead 
time design method considering various controllable factors  



176 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 10, NO. 2, JUNE 2025

and noise factors in the LLC resonant circuit, the main principle  
is to use the Monte Carlo method to simulate the fluctuation 
characteristics and fluctuation contribution rate of the dead time 
range, and to optimize the calculated dead time range, but the 
method requires a large amount of data as a support, and the 
design process is very cumbersome. [17] proposed a zero-volt-
age analysis and dead-time design of a half-bridge LLC-DCX 
converter considering nonlinear capacitance and different load 
values, analyzed in detail the charging and discharging process 
of the output capacitance during the dead-time and gave the 
dead-time formula considering nonlinear capacitance and dif-
ferent load values, but the design process is relatively cumber-
some and the analysis is not comprehensive enough, and the 
junction capacitance is not analyzed from the characteristics  
of the power switching tubes to analyze the effect of the  
dead-time. The effect of junction capacitance on the dead time 
is not analyzed from the characteristics of the power switching 
tube.

In the high-power converter after a long period of operation 
of the IGBT module temperature produces a sharp change, this 
time if the dead time is set unreasonably, the power switching 
tube will lose the soft switching so that the converter efficiency 
is reduced, so it is necessary to amend the existing dead time 
design method. Based on the characteristics of the three-phase 
LLC circuit topology, this paper analyzes in detail the rela-
tionship between dead time and soft switching and obtains the 
dead time range formula, then analyzes the switching charac-
teristics of the IGBT, studies in detail the relationship between 
the IGBT output capacitance and its junction temperature 
and the output load, and determines the size of the worst-case 
IGBT output capacitance, and makes corrections to the dead 
time range.

II. Three-Phase LLC Resonant Converter

A. Three-Phase LLC Resonant Converter Working Principle

The three-phase LLC resonant converter circuit topology is 
shown in Fig. 1, where Q1~Q6 are IGBTs, C1~C6 are the junction  
capacitances of the IGBTs, Uin is the input voltage, Uo is the 
output voltage, Cin is the input capacitance, Co is the output  
capacitance, Lr1, Lr2 and Lr3 are the resonant inductances, Lm1, 
Lm2 and Lm3 are the excitation inductances, Cr1, Cr2 and Cr3 are 
the resonant capacitors and n is the transformer turns ratio. The 
three-phase LLC resonant converter is mainly composed of 
four parts: inverter bridge, resonant cavity, rectifier bridge and 
filter capacitor. Among them, in order to solve the problem of 
uneven power due to uneven current when there is a difference 
in parameters, the transformer's primary and secondary sides 
are Y-Y connected three-phase LLC resonant converters. The  
inverter bridge consists of six power switching tubes, the resonant  
cavity includes resonant inductor Lr, resonant capacitor Cr, and 
excitation inductance Lm, and the rectifier bridge consists of six 
diodes. 

The three-phase LLC converter drive signals are shown in 
Fig. 2, and the three-phase PWM operates with a 120° phase 
difference between them [18].

B. Calculation of Resonant Current of Three-Phase LLC Res-
onant Converter

In the ideal case, the resonance parameters between the three 
phases of the three-phase bidirectional LLC resonant converter 
are exactly the same, so it can be analyzed as a single phase 
[19]. The first resonant frequency fr and the second resonant 
frequency fm are shown in (1) and (2). The operating modes of 
the three-phase LLC resonant converter can be categorized into 
four operating modes: fm < fs < fr , fs = fr , fs > fr , and fs < fm.

r
r rπ                                  (1)

π
r rm

m                             (2)

Fig.3 shows the equivalent circuit of a three-phase LLC 
operating at the resonant frequency. As for the three-phase 
LLC converter, operating at the first resonant frequency can 
realize the ZVS of the primary switching tube and the ZCS of 
the secondary diode, which can obtain the highest efficiency, 

Fig. 1. Three-phase LLC resonant converter topology.
Fig. 3. Equivalent circuit at resonant frequency.

Fig. 2. gate signal.
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and also can obtain the DC gain that does not change with the 
load. Moreover, when the switching frequency fs is close to the 
resonant frequency fr, the current in the resonant slot circuit is 
approximated as a sinusoidal waveform, so the fundamental 
waveform approximation can be used to simplify the converter 
into a linear circuit analysis, which can greatly reduce the diffi-
culty of circuit analysis.

Fig. 4 shows the key current waveform of a three-phase 
LLC operating at the resonant frequency, where ir is the reso-
nant current and im is the excitation current. From Fig. 4, it can 
be seen that the resonant current at the resonant frequency has 
a sinusoidal waveform with the expression,

r rrms_ p                     (3)

where Irms_p is the RMS value of the primary current, θ is the 
phase difference between the resonant current and the exci-
tation inductor current, and ωr is the angular frequency of the 
resonant frequency. From Fig. 4, it can be seen that the exci-
tation current and resonant current are equal at one-half reso-
nant cycle. At this time im_pk is the peak value of the excitation 
current and the magnitude is,

m_ pk
ro

m
                                (4)

where Tr is the resonance period resonance, the average value 
of the difference between the current and the excitation current 
is the average value of the output current converted to the pri-
mary side. So the following two equations are established,

r
r

m_ pk                                  (5)
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d
                         (6)

where RL is the output load, the expression for the RMS value 
of the primary current can be introduced from (5) and (6) as,

m L
prms

m L sπo                  (7)

where Ts is the switching period, the secondary current is 
equivalent to the difference between the primary resonant cur-
rent and the excitation current folded to the secondary current, 
then can get the RMS value of the secondary current as,

srms
oπ

L
                                 (8)

III. Deadband Characterization of Three-Phase 
LLC Resonant Converter

A. Analysis of Soft-Switching Realization Conditions for LLC 
Resonant Converter

Generally when designing the LLC resonant converter the 
closer the switching frequency is to the resonant frequency, 
the higher the efficiency of the converter, so the switching fre-
quency is usually chosen to be slightly less than the resonant 
frequency, to be able to realize the ZVS of the primary-side 
switching tube and the ZCS of the secondary-side diode, 
whose typical operating waveforms are shown in Fig. 5.

High-power three-phase LLC resonant converters generally 
use IGBT as a switching tube, and LLC converter IGBT to 
achieve soft switching prerequisite is that before the arrival of 
the drive signal, the voltage at both ends of the IGBT junction 
capacitance has dropped to 0. Let td be the dead time; ωr be the 
angular frequency for the resonance frequency; t0 be the time 
for the resonance current to pass through the zero time, where 
t0 = θ0 / ωr ; Qc be the power switching tube junction capaci-
tance charge; Qs is the resonant current to the junction capaci-
tance charge supply. According to the equivalent model shown 
in Fig. 4, it can be obtained that,

c j in                                     (9)
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Fig. 4. The resonant current and magnetizing current.

Fig. 5. The key waveform in the under-resonant state.
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According to the balanced relationship between the resonant 
current charge supply and the switching tube junction capac-
itance charge demand, as well as the magnitude relationship 
between the current over-zero time and the dead time, the con-
verter can be divided into four operating regions, whose distri-
bution diagrams are shown in Fig. 6. The operating principle of 
each operating region is analyzed in detail below.

Region A ( t0 < td , Qs > Qc ). At the moment when the res-
onant current ir over 0, the drain-source voltage of switching 
tube Q1 has dropped to 0 and the anti-parallel diode conducts. 
However, since the dead time has not yet ended, the resonant 
network maintains resonance, resulting in the current reversal 
during the dead time and D1 cutoff. Since the drive signal has 
not yet arrived, the resonant current charges C1 again, causing 
the voltage to rise continuously and the soft-switching operat-
ing conditions to be destroyed. When the drive signal arrives, 
the voltage at both ends of D1 is no longer zero, and this region 
is the non-soft-switching operating region.

Region B ( t0 < td , Qs < Qc ). At the moment when the reso-
nant current ir passes 0, the drain-source voltage of switch Q1 
has current ir passes 0, and the drain-source voltage of switch 
Q1 has not yet dropped to 0. During the t0 < td period, the resonant 
network operates in the same state as that in region A, where 
the drain-source voltage is recharged before it drops to 0, and 
soft-switching operating conditions cannot be created. Therefore 
this region is also a non-soft-switching operating region.

Region C ( t0 > td , Qs < Qc ). In this region, although the cur-
rent back to 0 time is greater than the dead time, the amount 
of charge that can be provided during the dead time is less 
than the charge demand. Before the drive signal of Q1 arrives, 
the drain-source voltage of Q1 has not dropped to 0, and the 
soft-switching operating conditions cannot be created. There-
fore this region is a non-soft-switching operating region.

Region D ( t0 > td , Qs > Qc ). The voltage of Q1 has dropped 
to 0 during the dead time, and at the end of the dead time, 
the anti-parallel diode D1 of Q1 maintains conduction, which 
creates the conditions for the soft-switching operation of Q1. 
Therefore, this region is the soft-switching operation region.

According to the above analysis, the soft-switching operating 
region of the LLC resonant converter is region D and the rest is 
the non-soft-switching operating region, and the demarcation 
line between the two is the ray L1 and the ray L2 (as shown by 
the thick solid line in Fig. 6). Thus these two rays constitute the 
soft-switching boundary curve of the LLC resonant converter, 
and L1 and L2 can be expressed as (11) and (12), respectively.

s c

r
d
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s c

r
d
                                    (12)

B. Dead Time Design of Three-Phase LLC Resonant Converter

From the boundary analysis of the soft-switching realization 
in the previous section, it can be seen that in order to realize the 
ZVS turn-on of the power switching tube, the converter must 
always work in the above-analyzed region D. If the dead time 
is too small, the IGBT junction capacitance is not discharged 
completely, and zero-voltage turn-on can not be realized; if 
the dead time is too large, the loss will be increased, and it 
may be out of the soft-switching working condition. After the 
parameters of the resonant network are determined, the length 
of the dead time directly determines whether the converter can 
successfully realize the soft-switching operation within the 
full design load range. In order to determine the required dead 
time, the minimum dead time required to realize soft-switching 
must be considered to ensure that the converter can work in the 
soft-switching state under the worst condition, which in turn 
affects the voltage stress of the IGBTs and the efficiency of the 
converter, and the selection of the dead time is mainly limited 
by the minimum dead time and the maximum dead time. The 
first is the determination of the minimum dead time because 
the parasitic capacitance of the power switching tube must 
have enough time to be completely discharged during the dead 
time. As can be seen in Fig. 5 LLC operating waveforms, in 
im through the peak after a very short period of time, it can be 
assumed that the resonant current value is unchanged, at this 
time, the power switching tube parasitic capacitance begins to 
discharge, just when the parasitic dead time when the charge 
is drained the shortest time. If less than this time, the power 
switching tube parasitic capacitance has not been completely 
discharged, can not realize the ZVS open. From the above 
analysis, to meet the primary power tube ZVS turn on the min-
imum dead time,

d j
r

d
                                   (13)

where Cj is the parasitic capacitance of the IGBT and du is the 

Fig. 6. Distribution figure of operation region.
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differential of the voltage. Minimum dead time to satisfy the 
turn-on of the primary-side power tube ZVS,

jd
in

m_ pk
                                (14)

The maximum dead time must be less than the primary side 
current reverse over zero time to avoid the output capacitor 
reverse charging. According to the LLC operating waveform in 
Fig. 5, it can be seen that at the moment of t2, the circuit enters 
the three-element resonant operating state of Lr, Cr, and Lm , and 
if (15) or (16) is satisfied, the vice-side diode starts to conduct 
and Lm is clamped. At the moment t3, the circuit enters the dead 
time and the parasitic capacitance starts to discharge. At the 
moment t5, if the parasitic capacitance is not fully discharged, 
the power switching tube will lose the ZVS turn-on condition. 
Therefore, the end of discharging the parasitic capacitance 
exactly at the moment of t5 is the critical condition for the ZVS 
turn-on of the power switching tube, and the maximum dead 
time is the interval [ t3, t5 ].

in Cr
m

m r
o                     (15)

in Cr
m

m r
o                      (16)

Based on the above analysis, the maximum dead time to sat-
isfy the turn-on of the primary power tube ZVS is obtained.
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where Po is the single-phase output power, and fr is the series 
resonant frequency.

IV. Characterization of IGBT Output Capacitance

A. IGBT Output Capacitance

There is a parasitic capacitance between every 2 electrodes 
of the 3 electrodes of IGBT, which are CGE, CGC, and CEC. The 
output capacitance Coss of IGBT mainly includes CGC and CEC 

[20]-[21]. The typical IGBT parasitic capacitance versus volt-
age is shown in Fig. 7. 

For the three-phase LLC converter whether it can success-
fully realize the zero-voltage turn-on of IGBT, the output ca-
pacitance value of IGBT is very critical data.

According to the previous section on the maximum and 
minimum dead time limit analysis, if you want to realize the 
IGBT zero-voltage turn-on, the same bridge arm between the 
two IGBT drive signal dead time must be greater than its out-
put capacitance charging and discharging time and is less than 
the primary side of the current reversal over the zero time. In 
practice, the IGBT output capacitance size is not a constant 
value, it will receive VCE and operating temperature. Therefore, 
when VCE is unchanged, the charging time of IGBT output ca-
pacitor C1 (i.e., the time corresponding to the establishment of 
Q1 voltage) will vary with the temperature. If the three-phase 
LLC dead time is calculated based on the typical value in the 
technical specifications at room temperature, there is a possibil-
ity that the charge on the junction capacitor C1 has not yet been 
drained by the resonant current and Q2 has already been turned 
on in practical applications, thus losing the ZVS turn-on condi-
tion. Therefore, the output capacitance of the IGBT should be 
determined under the worst operating conditions to determine 
the required dead time.

B. Analysis of the Effect of Temperature Variation on the Oper-
ating Characteristics of IGBTs

The study of IGBT operating characteristics is carried out 
using the double-pulse test method. The test schematic is 
shown in Fig. 8, in which LLd is the load inductance, Lp is the 
line parasitic inductance, and Cbus is the bus capacitance. 2 
IGBTs form a half-bridge structure. 

The upper tube drive applies a negative voltage to ensure 
that the IGBTs are turned off. In contrast, the lower tube ap-
plies a normal drive signal to observe the voltage buildup and 
current decay characteristics of the lower tube when it is turned 
off [22]-[23]. Table I shows the parameters of the IGBT test 
setup.

According to the subsequent prototype parameters bus volt-
age VDC = 800 V, the on-state current of the IGBT is set at 20 A,  

Fig. 7. Relationship between output capacitance and VCE.

Fig. 8. Double pulse test schematic diagram of the half-bridge IGBT module.

X. HUANG et al.: RESEARCH ON DEAD TIME OPTIMIZATION CHARACTERISTICS OF HIGH-POWER THREE-PHASE LLC RESONANT CONVERTER

Ciss

Coss

Crss

VCE  (V)

Ca
pa

ci
ta

nc
e v

al
ue

 (p
F)

VDC Cbus

Lp

LLd

VCE

IC

Q2

Q1

D2

4.7 Ω

4.7 Ω

C2

C2

D1



180 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 10, NO. 2, JUNE 2025180 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 10, NO. 2, JUNE 2025

and the temperature of the thermostat box starts from 25 °C, 
and 1 double-pulse test is carried out for every 25 °C of tem-
perature rise to obtain the waveforms of the voltage at both 
ends of the IGBTs between the C-pole and the E-pole at differ-
ent temperatures as shown in Fig. 9.

From Fig. 9, it can be seen that with the same bus voltage 
and collector current, the dv/dt decreases and the voltage build-
up time grows as the junction temperature increases. Finally, 
the junction capacitance of the IGBT corresponding to the 
highest junction temperature is used as a reference for the set-
ting of the dead time, and the worst-case junction capacitance 
size is determined to be 4.5 nF.

V. Experimental Verification
To verify the accuracy of the proposed theory, a 100 kW 

three-phase bidirectional LLC resonant converter prototype is 
designed in this paper with the parameters shown in Table Ⅱ, 
and the physical diagram of the prototype is shown in Fig. 10. 

During the operation of the LLC circuit, the IGBT output 
capacitance must be selected according to the maximum value 
to ensure that the IGBT achieves zero-voltage turn-on in the 
full temperature range so that the IGBT output capacitor volt-
age can be discharged to 0 V. The IGBT output capacitance is 
also selected according to the maximum value. In the worst 
operating conditions (i.e., the highest operating temperature), 
the IGBT output capacitance of 4.5 nF, so that the calculation 
of the dead time selection range of 0.482 μs < td < 1.252 μs, 
in practice, tdmin will be with the temperature and load current 

changes, but also to take into account the deviation of the ex-
citation inductance manufacturing and measurement error, so 
the actual charging and discharging time than the theoretical 
calculation of the value of the larger, the actual take the dead 
time. Considering a certain margin, the actual dead time is td = 
1.1 μs.

The primary-side PWM drive waveform of the three-phase 
LLC converter prototype is shown in Fig. 11. From the figure, 
it can be seen that phase A exceeds phase B by one-third of the 
cycle, and phase B exceeds phase C by one-third of the cycle. 
Three-phase drive phase difference of 120°, and in each phase 
of the power switching tube drive there is a certain dead time 
to meet the drive requirements.

The optimized design dead time td=1.1 μs, based on [12] 

TABLE I
Parameters of the IGBT Test Device

TABLE II
Parameters of the Prototype

Component Parameter
Bus capacitance Cbus  (μF) 2340
Load inductance LLd  (μH) 150
Parasitic inductance Lp  (nH) 140

Component Parameter
Power rating Po (kW) 100
Input voltage Uin  (V) 800
Output voltage Uo (V) 600
Resonant inductance Lr (μH) 8.5
Excitation inductance Lm (μH) 715.5
Resonant capacitance Cr (μF) 9.4
Switching frequency fs (kHz) 17
Ratio n 1.333

Fig. 9. Turn off voltage waveforms of IGBT at different junction temperatures.

Fig. 10. Efficiency test and experiment platform.
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under the traditional design of the dead time td = 0.8 μs. Deter-
mine the efficiency of the two groups under different power at 
the rated voltage and the temperature rise of the prototype at an 
ambient temperature of 25 ℃, plot the efficiency comparison 
curve of the two groups as shown in Fig. 12, and the approx-
imate temperature rise curve of the prototype  operation as 
shown in Fig. 13. The experimental temperature rise diagram 
of the three-phase LLC resonant converter prototype is shown 
in Fig. 14. The three-phase LLC prototype startup voltage and 
current waveforms are shown in Fig. 15, where the dark blue 
waveform is the input voltage, the light blue waveform is the 
output voltage, the red waveform is the C-phase resonant cur-
rent waveform, and the green waveform is the output current 
waveform.

Analysis of the plotted curve can be seen, in the prototype 
load is small prototype work stability when the temperature 

rise is also small, this time the dead time design method pro-
posed in this paper and the traditional dead time design method 
to get the prototype efficiency is not much difference. In the 
prototype load aggravation when the IGBT operating tempera-
ture becomes high, the IGBT operating characteristics have 
changed, resulting in the dead time setting being unreasonable, 
the IGBT lost the soft switching characteristics, as shown in 
Fig. 16 using the traditional dead time design method of the 
soft switching characteristics of the waveform, resulting in a 
great decline in the efficiency of the prototype, the traditional 
design method compared to this paper's design method, the 
efficiency of the prototype decreased by 2.5%.

The dead time half-load and full-load operation circuit under 
the design method in this paper reaches a steady state when 
the C-phase power switch turn-on voltage and turn-on current 
signals are shown in Fig. 17, from Fig. 17, it can be seen that 
in the full load range of the power switch voltage is reduced 
to 0 before the current begins to increase, the power switch 
to achieve the ZVS turn-on. Therefore, it can be seen that the 
dead time optimization method proposed in this paper can still 

Fig. 11. Three-phase LLC drive waveform. (a) A-phase bridge arm up and 
down tube driving waveforms. (b) Three-phase driving waveform.

Fig. 14. Photograph of temperature rise of three-phase LLC converter prototype. 
(a) Starting temperature. (b) Final temperature.

Fig. 15. Three-phase LLC prototype startup voltage and current waveforms.

Fig. 16. The prototype loses the soft switching waveform in the traditional 
design. (a) Power-switching tube soft-switching waveform. (b) Soft-switching 
detail waveform.

Fig. 12. Efficiency curve comparison chart.

Fig. 13. Working temperature change of prototype.
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achieve soft switching and improve the converter's efficiency 
when the IGBT's operating temperature is high after the work-
load is aggravated.

In summary, the nonlinear effects of operating temperature 
and current on the IGBT output capacitance need to be con-
sidered in the actual product design. The dead time design 
needs to be theoretically calculated under the highest junction 
temperature of the IGBT and the maximum load condition and 
finally adjusted finely through the test, to ensure that the IGBT 
can realize soft switching in the full temperature range and the 
full load range.

VI. Conclusion
In this paper, the operating principle of the three-phase LLC 

circuit is analyzed, the equivalent model of the converter oper-
ating at the resonance point is established and the original and 
secondary resonant currents are calculated. On this basis, the 
soft-switching realization range of the switching tubes of the 
LLC converter is analyzed. The converter is divided into four 
operating regions in the full input voltage and full load range, 
of which three are non-soft-switching operating regions, which 
need to be avoided in the design process. Then this paper ana-
lyzes the relationship between the dead time and soft-switching 
realization of the LLC converter and deduces the mathematical 
expressions for the maximum and minimum dead times. Then, 
based on the problem that the ambient temperature in engineer-
ing practice will make the IGBT output capacitance undergo 
a nonlinear transformation, the operating characteristics of 
IGBT are analyzed, the worst operating condition of the output 
capacitance is determined, and the dead time setting formula 
is corrected to make it more in line with engineering practice. 
Finally, a three-phase LLC converter prototype is constructed 

to verify the accuracy of the dead time setting method in this 
paper. This will help promote the three-phase LLC resonant 
soft-switching technology to realize a wide range of applica-
tions in high-power converters.
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Mutual Inductance Calculation of Rectangular Coils
With Convex Torus Finite Magnetic Shields in

Wireless Power Transfer
Zhongqi LI, Qian ZHANG, Lingjun KONG, Changxuan HU, and Shoudao HUANG

Abstract—Mutual inductance is one of the critical parameters 
of wireless power transfer systems, and the accurate calculation 
of mutual inductance is considered an essential theoretical basis 
for designing and optimizing wireless power transfer systems. 
However, the problem of calculating the mutual inductance of a 
bilateral bounded magnetically shielded rectangular coil with a 
convex toroid still needs to be solved. Therefore, this article pro-
poses a spatial boundary separation analysis method and derives 
vector magnetic potential expressions for each region with convex 
toroidal magnetic shielding structure using the double Fourier 
transform and Maxwell’s equations. The mutual inductance 
calculation formula under the spatial position are obtained using  
boundary conditions and spatial geometric relaionships. In  
contrast to traditional approximation methods, the mutual induc- 
tance calculation method of this article permits an accurate numerical  
solution for the mutual inductance between rectangular coils. The 
4.69% difference between calculated and experimental mutual  
inductance values confirms the accuracy of the computational  
method in this research. The proposed model of this article matches  
the transmission efficiency of the conventional rectangular disc  
coil at over 97% for the same specifications and reduces material 
usage by 11.12%. 

Index Terms—Magnetic shielding, radio energy transmission, 
reciprocal inductance calculation, rectangular coils.

I. Introduction

WIRELESS power transfer (WPT) technology is a non- 
contact power transmission technology [1]-[2] that is 
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gradually surpassing traditional power transmission methods 
in terms of safety, reliability. Hence, WPT technology holds 
considerable promise for evolutionary progress in the do- 
main of engineering applications and has been successfully  
applied to electric vehicles [3]-[4], portable electronics [5]-[6], 
biomedical science [7]-[8], and power supply for underwater  
environments [9]-[10], etc., and is now becoming an increasing  
research focus in the field of electrical engineering. In design-
ing and optimizing the structure of a WPT system, the mutual 
inductance (MI) is a core variable affected by the transmission 
performance, and the efficient and accurate calculation of the 
MI is a crucial component of this process. The structural design 
of the WPT system shows corresponding differentiation due 
to the diversity of application scenarios, with different system 
structures producing different MI coefficients, which in turn 
have varying degrees of influence on the system transmission 
efficiency. Therefore, it is of great importance to research 
methods for accurately calculating the coupling coefficients of 
MI models.

The coil acts as a crucial element in WPT systems. With the 
wide application of WPT technology, various types of coils 
have emerged, including rectangular, circular, polygonal, cross-
shaped, and so on. The current coil designs commonly include 
two primary forms, rectangular and circular. However, from 
a practical point of view, rectangular coil structures are more 
necessary and practical in specific application scenarios for  
WPT systems. This is because lower MI variations are exhibited  
by rectangular coils compared to circular coils when the 
coils are shifted relative to each other, which provides more  
excellent resistance to shifting and results in more stable  
transmission efficiency. Among them, MI calculation methods  
in circular coil structures have been the subject of many studies.  
In contrast, MI calculation methods for rectangular coil struc-
tures have been studied less frequently. The work on rectangu-
lar coil structures is based on Maxwell’s equations, Biot-Savart 
law [11]-[12], Bessel’s function [13]-[14], and Fourier series 
[15].

In a related study for MI modeling without the addition  
of magnetic shielding materials, [16] proposes a novel ana-
lytical calculation method. This method treats a multi-turn 
coil as multiple single-turn coils and MI calculation when 
the coils are vertically offset. Yet, it is not possible to realize 
MI calculation methodology when the coils in this mod-
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el are horizontally misaligned. [17] proposes to construct 
an MI model using the vertex method to achieve coupling 
coefficient calculation of rectangular coils of arbitrary di-
mensions when horizontally offset. Although the MI at the 
horizontal offset of the coil is calculated by the vertex ap-
proach, the MI has not been studied when coils are angularly  
deflected. In [18], by multiplying the helix factor k, it was  
realized to determine the MI of a rectangular helical coil at 
vertical and horizontal offsets as well as at angular deflections.  
An abstract approach is adopted in [19] by considering wires as  
ideal line segments of infinitesimal cross-section and calculating  
the MI between two any positioned quadrilateral coils by  
accumulating the MI of two straight wires at any position.

In the practical application of WPT systems, magnetic 
shielding materials are usually integrated the MI model. The 
addition of magnetic shielding can effec-tively diminish the 
risk of magnetic radiation, and it changes the magnetic flux 
path and enhances the inter-coil coupling effect. An analytical 
model based on Bessel-Fourier transform and dyadic Fourier 
transform is proposed in [20] to calculate MI for horizontal 
offsets between the coils with ferrite added on the transmit-
ting coil side, while disregarding the width-thickness ratio. In 
[21], the MI at any position between rectangular coils with 
magnetic media on the side of the transmitting coil only and a 
bounded thickness of the magnetic media is calculated using 
Fourier integration and spatial transformation methods. How-
ever, the length of the magnetic medium is not considered, 
while in practical applications, the size of the magnetic me-
dium is limited. [22] presents the solution for the calculation 
of MI between rectangular coils with a boundaried magnetic 
shielding on the side of the transmitting coils at arbitrary po-
sitions, which is based on hyperbolic functions and Fourier 
series expansions, in contrast to [21] where the boundaries of 
the magnetic medium are considered. [23] uses the separated 
variable method in order to calculate the MI of a rectangular 
coil with both side magnetic shielding. While the dimensions 
of the magnetic shielding are considered, it is not possible to 
realize the calculation of MI of a structure with boundaried 
magnetic shielding and rectangular coils. The MI model has 
been proposed in [24] by means of a subdomain division based 
method in order to calculate the MI at an arbitrary location 

between rectangular coils with boundaried magnetic shielding. 
Although the model provides an accurate solution for systems 
with bilateral bounded magnetic shielding materials, the 
conservation of magnetic shielding materials has not yet 
been fully considered. Therefore, the skeletonization of the 
magnetic shielding material can be considered, but it is in-
evitable that skeletonization will diminish the performance 
of the magnetic shielding material. [25] verified the shield-
ing performance of ring-type magnetic shielding material, 
and it was found that the shielding performance of ring-type 
magnetic shielding material is similar to that of rectangular 
disk magnetic shielding material under the same specifications.

In brief, the challenge of calculating the MI of bilateral 
bounded magnetically shielded rectangular coils with a convex 
toroidal shape is still unsolved. In view of the above, a compu-
tation model for the MI of the bilateral bounded magnetically 
shielded rectangular coil with a convex toroid has been estab-
lished in this article, as depicted in Fig. 1.

The computation of MI a rectangular coil with convex toroi-
dal bilateral bounded magnetic shielding is realized using the 
spatial boundary separation analysis method in this article. In 
the end, the feasibility and accuracy of putting forward com-
putational methodology are validated through simulation and 
experiment. Under the exact specifications, the MI can reach 
over 97% of that of the rectangular disk magnetic shielding 
transmission structure while saving up to 11.12% of the mag-
netic shielding material.

II. Analytical Two-Dimensional Model for a 
Rectangular Coil With Convex Toroidal  

Magnetic Shielding
The MI calculation process is divided into six steps, as illus-

trated in Fig. 2. Initially, the MI model is segmented into multi-
ple sectors along the horizontal and vertical directions. Second-

Fig. 1 Three-dimensional view of a rectangular coil of bounded magnetic 
medium with a convex toroidal type.

Fig. 2 MI calculation flowchart.
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ly, the vector magnetic potential flux equations of each region 
are obtained through Poisson and Laplace equations. Then, 
the unknown coefficients in the vector magnetic potential flux 
equations are determined by applying boundary conditions, 
and the correction factors are utilized to correct B-field of the 
two-dimensional model. The same steps are applied to the y-z 
section. Ultimately, magnetic flux density in the 3D model is 
achieved through superposition calculation, and subsequently, 
the MI is determined using formula. The detailed steps for the 
MI calculation are illustrated in Fig. 2.

A. 2D Model Analysis

In order to attain a magnetic shielding performance com- 
parable to that of the rectangular disk magnetic shielding 
material and to optimize the transmission structure model, 
adding another layer of magnetic shielding material above the 
magnetic shielding region of the MI model, thereby construct- 
ing a rectangular planar coil structure with a convex-type ring- 
type magnetic shielding, as depicted in Fig. 3. The system is 
initially segmented into different sectors according to material 
properties. Subsequently, the vector magnetic potential were 
derived for the individual regions. In the end, this includes the 
solution of unknown coefficients, the coupling of equations, 
and the transformation of a matrix.

Fig. 1 shows a three-dimensional illustration of the system 
under consideration. The rectangular coils in the figure are 
referred to as transmitting and receiving coils or primary and 
secondary coils, respectively. A zigzag ring-type magnetic 
shielding material surrounds the dielectric above and below. 
In the WPT system, the transmitting coil is located above the 
magnetically shielded region on the transmitting side and the 
receiving coil is located below the magnetically shielded region 
on the receiving side. This system uses two rectangular coils 
with the same geometry and magnetic shielding material. The 

proposed model is applicable for coils and magnetic shielding 
of different sizes.

A detailed x-z plane cross-section of the system, used to 
formulate the 2D subdomain model, is illustrated in Fig. 3. The 
entire system is divided horizontally and vertically into zones 
based on the nature of the different media and the structure of 
the system. Region 1 is designated as the air medium below 
the magnetic shielding material, and region 11 is designated as 
the air medium above the magnetic shielding material. Regions 
2 and 4 and regions 8 and 10 are represented by a cabochon- 
type magnetic shielding material, typically linear, isotropic, 
and homogeneous. Regions 2a, 4a, 8a, and 10a are located on 
the left side of the magnetically shielded area and regions 2e, 
6e, 8e, and 10e are located on the right side of the magnetically 
shielded area. To save on consumables, the system is hollowed 
out for the magnetic media, with regions 2c, 4c, 8c, and 10c 
representing the air areas resulting from the hollowing out of 
the magnetic media. Region 5 denotes an air region, located 
immediately below the transmitting coil region. Region 7 rep-
resents an air region, located immediately above the transmit-
ting coil region. Because the transmitting coil does not carry 
current, it is not divided into subregions in region 7. Regions 
3 and 9 are represented by acceptable air gaps in the middle of 
the convex ring-type magnetic media. Regions 6a and 6e de-
note air regions, immediately adjacent to the transmitting coil 
in region 6. Regions 6b and 6d denote current source regions, 
located above the magnetic shielding region on the transmit 
side. The region 6b is oriented in the same direction as the third 
direction y, and the region 6d is oriented in the opposite direc-
tion to the third direction y. Region 6c represents the air region 
and is located in the middle of the transmitting coil regions 6b 
and 6d.

Region i, as defined in Fig. 4, can correspond to any region 
ranging from region 1 to region 11. The boundaries and scope 
of the area are defined in the diagram.

The initial and terminal coordinates of region i are denoted 
by xs and xt in the x-direction, and by zs and zt in the z-direction, 
respectively. The specific value of xs, xt, zs, and zt in the r-region 
can be derived in Fig. 3. For instance, if i=6b, this indicates that 
the values of xs, xt, zs, and zt in region 6b are x3, x5, z6, and z7.

The magnetic flux density of the target region can be solved 
for only if the magnetic vector potential of the target region is 
calculated, and the vector magnetic potential of each region is 

Fig. 3 Cross-sectional view of the x-z plane for a rectangular coil with a convex 
torus magnetic shielding.

Fig. 4 Cartesian coordinate representation of region i.
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derived from (1) and (2). The exact derivation process is pre-
sented in the next section.

B. Vector Magnetic Potential Derivation

The stimulation current Ip passes along the transmitting 
coil, which, under the action of Ip, produces a varying mag-
netic field. The reason is that the receiving coil exists within 
the impact of the magnetic field of the transmitting coil. So it 
achieves electromagnetic coupling and produces a current un-
der the influence of the varying H-field.

To facilitate the computation of the H-field, the magnetic 
vector potential of the Lorentz norm is introduced. Magnetic 
vector potential (MVP) is a vector field in classical electro- 
magnetism used to describe magnetic flux density. Magnetic 
flux density (MFD) is a underlying attribute of H-field, used to 
depict the distribution of H-field in spatial extent.

In the presence of a current density region, the MVP is con-
trolled by the Poisson equation, as indicated by (1).

                                    (1)

where J denotes the current density. In other regions with no 
current density, the MVP is controlled by the Laplace equation, 
as given by (2).

                                 (2)

The MVP is determined by deriving (1) and (2) through the 
method of separation of variables. Then MFD is further calcu-
lated.

Br =  × Ar                                       (3)

where Ar represents MVP in the r region. Calculating MFD 
allows further calculation of H-field.

Hr = Br /µr µ0                                  (4)

Both µr and µ0 denote the relative magnetic permeability. µr 
denotes the medium in the r region, and µ0 denotes the air me-
dium.

The generalized formula for MVP in the region 6b and 6d is 
obtained by deriving (1). The components of MVP in the MI 
model are represented by (5). The other regional vector mag-
netic potential expressions are obtained by solving (2) and are 
given in (6).

                              (5)

                                 (6)

where the y-component of the r-region magnetic vector po- 
tential, considering only the z = zsr  

and z = ztr 
 boundary condi-

tions is denoted by  ; similarly,  represents the y-part of the 
r-region MVP considering only the x = xsr

 and x = xtr 
 boundary 

conditions.  denotes the vector magnetic potential under 

the current source area, which exists only in region 6b and 6d. 
The expressions for the MVP in each region, derived from the 
solutions of Poisson’s or Laplace’s equations, will be provided 
below.

1) Regions 2b, 2d, 4b, 4d, 6b, 6d, 8b, 8d, 10b, 10d
The MVP in these regions is derived from (1), with the ex-

pressions for  ,   , and  being given by (7), (8), and (9), 
respectively.

  

    (7)

   

           (8)

                                  (9)

where a particular region is denoted by r, Nr and Lr denote the 
number of harmonics in this MI model, where Nr denotes the 
harmonic parameter in the horizontal direction and Lr denotes 
the harmonic parameter in the verti-cal direction. And c0r 

, d0r 
,  , 

 ,  , and  denote unknown coefficients.  and  denote 
the spatial frequencies in this MI model.  and  are given 
by (10).

                          (10)

2) Regions 3, 5, 7, 9
In regions 3, 5, 7, and 9, the medium may not be air; how-

ever, it is assumed to have zero electrical conductivity and a 
magnetic permeability of µ0. The magnetic vector potential is 
also zero when x is xsr

 or xtr
. Consequently, the Laplace equa-

tion is applied, and (11) provides the vector magnetic potential 
expression for  in these regions.

  

    (11)

3) Regions 1, 11
In regions 1 and 11, the range of calculations for the mag-

netic field is limited. Hence, the MVP is assumed to be 0 under 
conditions z = z1, z = z12, x = x1, and x = x12. The vector magnet-
ic potential expression for regions 1 and 11 of   = 0 is given 
by (12), following applying Laplace’s equation.
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 (12)

4) Regions 2c, 4c, 6c, 8c, 10c
The medium in all regions is air, indicating that the Laplace 

equation governs the MFD in these regions. In the derivation 
process, by applying the critical values of MVP and MFD on 
the boundaries of these regions as boundary conditions, the 
generalized form of MVP for these regions can be derived.

  

   (13)

  

   (14)

5) Regions 2a, 2e, 4a, 4e, 6a, 6e, 8a, 8e, 10a, 10e
The magnetic field in all regions, being an air medium, is 

controlled by the Laplace equation. The y-part of the MVP 
in the r-region,  , is considered concerning only the z-side 
boundary conditions, and the y-part of the MVP in the r-region, 

 is considered concerning only the x-side boundary condi-
tions. Fig. 3 illustrates that the MVP is zero on the x-edge in 
xpr regions 2a, 4a, 6a, 8a, and 10a, and zero on the x-edge xqr 
in regions 2e, 4e, 6e, 8e, and 10e. Thus,  = 0 is substituted 
into (14) to obtain the magnetic vector potentials in regions 2a, 
4a, 6a, 8a, and 10a. The same can be obtained; however, for 
regions 2e, 4e, 6e, 8e, and 10e,  = 0 is substituted into (14) to 
obtain the magnetic vector potential.

C. Calculation of Unknown Coefficients

As illustrated in Fig. 5, the offered 2D subdomain analysis 
model showcases three distinct boundary condition patterns. In 
regions 1, 3, 5, 7, 9, and 11, the boundary condition illustrated 
in Fig. 5 is to be used. Since more than one region is connected 
to the z-edge of region r, the boundary conditions F(x) and 
G(x) on the z-edge are represented as segmented mapping. For 
region 1, xpr applied at the lower boundary is zero, while for 
region 11, xqr applied at the upper boundary is zero.

The pattern of boundary conditions in Fig. 5 must be applied 
in regions 2a, 2c, 4a, 4c, 6a, 6c, 8a, 8c, 10a, 10c, 2e, 4e, 6e, 
8e, and 10e. The  on the left boundary xs is zero in regions 
2a, 4a, 6a, 8a, and 10a, and the  on the correct boundary xt 
is also zero in regions 2e, 4e, 6e, 8e, and 10e, according to the 
special boundary relationship between regions. The boundary 
condition illustrated in Fig. 5 is to be used in regions 2b, 2d, 
4b, 4d, 6b, 6d, 8b, 8d, 10b, and 10d.

After determining the boundary conditions between the 11 
partitions and 31 subregions of the MI model, the coefficients 
to be determined for individual regions are calculated by the 
system of coupled equations. The subsequent part is dedicated 
to the derivation of the unknown coefficients within the vector 
magnetic potential. To elucidate the derivation progression, one 
of the neighboring side of region 6b is utilized as a case study.

In accordance with (7), The following expression for  on 
the edge of the bottom z = z6 of region 6b can be obtained.

 

                      (15)

The relationship between Ay6b
 and Ay5

 is obtained by applying 
the MVP as a boundary condition on z = z6 , ensuring the conti-
nuity of the MVP between the regions.

Fig. 5 Boundary condition model (a), (b) and (c).
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                               (16)

In the above equation, the series in the equation is viewed as 
the Fourier Series (FS) containing just the cosine factor. On the 
interval [x3 , x4], the FS expansion of L(x) = Ay5

 | z =z6
 -  | z =z6 

is 
performed to determine the coefficients c06b

 and .

                    (17)

       (18)

After the expression for Ay5
 | z =z6

 has been substituted into c06b
 

and , (17) and (18) can be rewritten as (19) and (20), where 
n6b=1,2,3 … N6b.

             (19)

       (20)

In (19), Tc(n5) and Td(n5) are related only to n5. The vari-
able s is related to the current source.

     (21)

   (22)

                (23)

In (20), Tc(n6b, n5) and Td(n6b, n5) are determined by n6b and 
n5.

   

         (24)

  

          (25)

Matrix representations are more readable, concise, and ex-

pandable than systems of equations, thus the coefficients to be 
determined for regions 5 and 6b are defined by the matrix, this 
matrix is a column vector of (2N5 + 1 + N6b) * 1. The current 
source matrix is a column vector of (1 + N6b) * 1. 

                   (26)

                       (27)

According to the array of equations, the length of the matri-
ces of c06b

 and  in region 6b is (1 + N6b * 1).The above system 
of equations can be expressed by (28).

[K5&6b] [D5&6b] = [O5&6b]                        (28)

In the above equation, [K5&6b] is the system information 
matrix that is associated with regions 5 and 6b, which encom- 
passes the dimensions, relative permeability,and conductivity 
of the two-dimensional subdomain model.

[K5&6b] = [ [T5&6b] [I5&6b] ]                       (29)

where [T5&6b] is the matrix of (1 + N6b) * 2N5 and [I5&6b] is the 
unit matrix that is of (1 + N6b) * (1 + N6b).

The complete form of (28) can be obtained by determining 
the coefficients by repeating the above method, utilizing other 
boundary conditions in each region, as demonstrated in (30).

[K] [D] = [O]                                  (30)

[D] is a column vector of length Lmax * 1, including all unde-
termined coefficients in the entire region.

[D] = [ [D1]
T [D2]

T … [D31]
T ]T                    (31)

[Dr] is the matrix of coefficients to be determined for a re-
gion in a two-dimensional subdomain, and Lmax is the sum of 
the number of coefficients to be determined in the subdomain, 
Lmax is denoted by (32).

Lmax = N1 + 2N2 + L2 + … + 2(N4b + 1 + L4b) + … + N31     (32)

[K] represents the Lmax * Lmax system information matrix, and 
[O] is the electromagnetic source matrix of length Lmax * 1. The 
coefficients to be determined can ultimately be calculated using 
(33).

[D] = [K]−1 [O]                                    (33)

III. Mutual Inductance Calculation for 
Rectangular Coils Enclosed by Convex Toroidal 

Magnetic Shielding
From the derivation of the first part of the equation, it is pos-

sible to calculate the MVP for individual regions. It is assumed 
that the extent of the third orthogonal plane is infinite, but the 
extent of the third orthogonal plane is finite in the actual MI  
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model. Hence, the MVP is made to vary in the third orthogonal 
plane by the calibration factor. In a coordinate system, the third 
direction is the three-dimensional space formed perpendicular 
to the plane comprising the coordinate system and extending 
outward from that direction. In Fig. 3 the third direction is the 
y-direction [26].

According to the Biot-Savart law [27], the calibration factor 
is defined as the ratio of the MFD of an infinite-length linear 
excitation to the MFD of a finite-length linear excitation.

The rectangular helical coil can be abstracted into four sepa-
rate conductors, as shown in Fig. 8. The lengths of conductors 
1 and 2 in the y-direction are wyr - wyl, and the lengths of con-
ductors 3 and 4 in the x-direction are wxr - wxl, where the param-
eter representations can be calculated from (34).

                                (34)

(35) gives the MFD at a point in an unenclosed region due to 
two infinitely long parallel conductors, 1 and 2, being excited.

inf  (35)

where the excitation current is Ip, Γxl =x-wxl, Γxr =x-wxr, Γz =z-zv, 
zv =z7-z6, k=µ0 Ip / 2π, the rest of the parameters can be calculat-
ed from (36).

                             (36)

(37) gives the MFD in the unconfined area excited by two 
finite-length conductors, 1 and 2.

   (37)

            (38)

            (39)

where h3 = ykl1-y, h4 = ykr2-y. ykl1 and ykr2 denote the dimension 
on the third direction y in the mutual induction model. The 
flux density excited by a straight line of finite length can be 
calculated by substituting the derived  and  into (37). The 
calibration factor in the MI model is derived from (40). In the 
MI model, the calibration factor for the third orthogonal plane 
can be similarly derived by the above steps. 

inf                               (40)

The literature proposes the coefficient function g(µi) [23], 
where µi denotes the relative permeability of the medium, and 
g(µi) is a function of µi , which reduces the error generated by 
the relative permeability.

DFEA

DFEA

DFEA

DFEA              (41)

In the above equation, the z-axis of the MFD derived from 
the three dimensional and two dimensional FEA models of µr at 
relative permeability are denoted by 

DFEA
(µi) and 

DFEA
(µi). 

The MFD in the z-direction derived from three dimensional 
and two dimensional FEA models of the unconfined region are 
also denoted by 

DFEA
(µi = 1) and 

DFEA
(µi = 1), respectively.

Since the coils are parallel to each other, only the perpendic- 
ular z-axis of MFD exists, which plays a role in determining 
the MI. In this WPT system, the total MFD under the three- 
dimensional areas is found by summing the subflux densities 
in each plane and then reducing the error by using calibration 
factors and coefficient functions g(µi), where the formula is 
calculated as (42).

D

D

D

D D

       (42)

(u, w) and (v, w) are the z-components of the MFD 
in the r-region derived from the individual planes in the MI  
model. Depending on the location of the receiving coil, it is 

Fig. 6 Simplified model of the coil.
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therefore necessary to find D(u, v, w) to further calculate the 
MI of this WPT system. The MI is given by (43).

D
              (43)

where Er denotes the winding count of the receiving coil, er de-
notes coil per turn, and Ser denotes the effective receiving area 
per winding count of the coil.

IV. Verification
Accuracy for (43) is verified through simulations conducted 

using ANSYS Maxwell software. As shown in Fig. 7, imped-
ance tester, acrylic frame and other devices is used for the mea-
surements. The experiments are conducted on a non-magnetic 
wooden table with an acrylic frame, and an impedance tester is 
used for testing. The transmitting and receiving side magnetic 
shields are constructed of 5 mm high permeability cabochon 
ring type magnetic shields placed outside the transceiver coils, 
respectively. The copper wire coil has a radius of 4 mm and 
contains ten turns. Current frequency set to 85 KHz. Coil and 
dielectric material parameters and coil harmonic parameters 
are illustrated in Table I and Table II.

This section will examine the offset variation of the coil in 
the horizontal and vertical directions. During the experiment, 
the transmitting side device was kept fixed and the receiving 
side device was adjusted for vertical and horizontal relative 
offset positions. The variation of the relative places of the coils 
in the experimental model is illustrated in Fig. 8.

A. Vertical Offset

For the receiving coil vertical offset experiment, set the ini-
tial distance between the receiving and transmitting coils to 30 

mm, and the receiving side unit is gradually moved to 120 mm 
in 10 mm increments along the z-direction. The offset schemat-
ic is depicted in Fig. 9.

In Fig. 9, ∆z denotes the dynamic spacing between coils. 
The green dashed line signifies the location of the receiving 
coil before the vertical offset, the blue solid line signifies the 
position of the receiving coil after the vertical offset, and the 
red solid line indicates the place of the transmitting coil. The 
MI data and error comparisons after the vertical offset of the 
receiving coil are recorded in Table III. Where Mc represents 
computational MI, Ms represents simulated MI, and Me rep-
resents experimental MI. ε1 denotes the mistake between the 
MI of the Mc and Ms. ε2 denotes the bias between the MI of the 
Mc and Me. Such expressions will be adhered to in the follow-
ing parts of this article. The expressions for ε1 and ε2 are given 
by (44) and (45), respectively.

                            (44)

                            (45)

Fig. 7 Experimental equipment.

Fig. 8 Relative position change of experimental model coils. (a) Vertical offset. 
(b) Horizontal offset.

TABLE I
Coil and Dielectric Material Parameters

TABLE II
Coil Harmonic Parameters

Symbol Parameter Value

N p Transmitting coil winding count 10

N s Receiving coil winding count 10

Lc Copper wire diameter 4  mm

L g Gap between coil and magnetic shield 5 mm

µr Relative permeability of ferrite 2800

I p Transmitting coil excitation current 10 A

f Current frequency 85 kHz

H e Height of inner edge 5 mm

Lx Coil size in x-direction 256 mm

Ly Coil size in y-direction 261 mm

Harmonic number Value

Harmonic
(N2a ,  N2b ,  N2c ,  N2d ,  N2e ,  N4a ,  N4b ,  N4c ,  N4d ,  N4e ,

N8a ,  N8b ,  N8c ,  N8d ,  N8e ,  N10a ,  N10b ,  N10c ,  N10d ,  N10e )  
40

Harmonic
(N1 ,  N3 ,  N5 ,  N9 ,  N11 ,  N6a ,  N6b ,  N6c ,  N6d ,  N6e ,

L6a , L6b , L6c , L6d , L6e , N7 )
100

Harmonic
(L2a , L2b , L2c , L2d , L2e , L4a , L4b , L4c , L4d , L4e ,

L8a , L8b , L8c , L8d , L8e , L10a , L10b , L10c , L10d , L10e )
40
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Analysis of the data in Table III reveals that the error ε1 be-
tween the Mc and Ms remains below 4.55%, and the error ε2 
between the Mc and Me does not exceed 4.69% for ∆z ranging 
from 30 mm-120 mm. The error between the Mc, Ms and Me 
values of mutual inductance is within 5% and the experimental 
results are in better agreement. Based on Table III, a plot of MI 
versus vertical distance between coils was illustrated as exhib-
ited in Fig. 10.

The curve in Fig. 10 shows that MI decreases gradually with 
increasing ∆z. This is due to the fact that the increase in ∆z 
causes a gradual decrease in MFD in the MI model and hence 
the MI value of this system gradually decreases.

B. Horizontal Offset

For the receiving coil horizontal offset experiment, ∆z in the 
MI model is maintained at a constant 40 mm. In the experi-
ment, the receiving coil is positioned in the horizontal direc-
tions in increments of 10 mm, beginning from the horizontal 

coordinate x = 0 mm and extending to x = 50 mm and x = -50 
mm, respectively. The offset schematic is depicted in Fig. 11. 
The MI measurements and their error comparisons when the 
receiving coil is horizontally offset are recorded in Table IV. In 
the table, x denotes the horizontal offset of the receiving coil, 
and this notation will be used in the subsequent sections.

Analysis of the findings in Table IV indicates that when the 
horizontal offset range x = -20 mm, the error between the Mc 
and Ms values does not exceed 4.0% in all cases except for the 
MI where the deviation ε1 between the Mc and Ms is 4.41%. The 
error ε2 between the Mc and Me of MI does not exceed a max-
imum of 4.31% and reaches a minimum of 1.77%. This indi-
cates a high level of agreement among the results of calculated 
MI, simulated MI, and experimental MI. According to Table IV, 
the modification of MI with horizontal offset distance between 
the coils is graphed as exhibited in Fig. 12.

Fig. 12 exhibits that when the vertical height is maintained 
constant, the receiving coil is moved in horizontal direction. 
MI decreases as the distance from the center position increas-
es. This is due to the fact that in this system the magnetic flux 

Fig. 9 Schematic diagram of the vertical offset of the receiving coil.

Fig. 10 MI variation curve with vertical distance of receiving coil.

Fig. 11 Schematic diagram of the horizontal offset of the receiving coil.

TABLE III
Mutual Inductance and Deviation at Vertical Offset

∆z(mm) Mc( μH ) Ms( μH ) Me( μH ) ε1 ε2

30 4.0896 4.2756 4.2667 4.55% 4.33%

40 3.3774 3.504 3.2189 3.75% 4.69%

50 2.7956 2.9119 2.7281 4.16% 2.41%

60 2.3771 2.4677 2.4234 3.81% 1.95%

70 2.0385 2.0965 2.0876 2.85% 2.41%

80 1.7372 1.7985 1.8011 3.53% 3.68%

90 1.4926 1.5451 1.4591 3.52% 2.24%

100 1.3194 1.3424 1.3053 1.74% 1.07%

110 1.1485 1.1802 1.1712 2.76% 1.98%

120 0.9943 1.0314 1.0194 3.73% 2.52%

Vertical distancel Δ z (mm)
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decreases gradually from the center to the edges and hence the 
value of MI decreases gradually as x increases.

C. Comparison

The speed of the computational model presented in the arti- 
cle is compared with the simulation software ANSYS Maxwell 
for solving MI under the same conditions using the computa-
tional software MATLAB. Ignoring the time spent on ANSYS 
Maxwell modeling, the MI model of a bounded magnetically 
shielded rectangular coil with a convex toroidal type has been 
computed in MATLAB and simulated in ANSYS Maxwell 
using the same hardware configuration. The results of the com-
parison of the solution speeds of the two methods are presented 
in Table V. In the table, tc represents the time taken for testing, 
t1−5 indicates the average time taken for ANSYS Maxwell sim-
ulation, and t6−10 indicates the average time taken for MATLAB 
computation. Ta indicates the duration for the computation or 

simulation of the MI value at vertical offset. Tb indicates the 
duration for the computation or simulation of the MI value at 
the horizontal offset. Tc indicates the duration for the compu-
tation or simulation of the MI values at horizontal and vertical 
offsets. The data analysis in Table V reveals that the fastest 
time for ANSYS Maxwell simulation is 77.13 seconds. In 
contrast, the longest time taken by the MATLAB programme 
employing the methodology of this article was 9.79 seconds, 
which is considerably shorter than the simulation time of AN-
SYS Maxwell. This demonstrates the significant computational 
efficiency advantage of the method used in this article.

The parameters from Tables I and II are incorporated into 
the system, and the ANSYS Maxwell model output depicting 
the z-x magnetic field distribution cross-section for the coaxial 
state with ∆z = 40 mm and the horizontal offset state with x = 
-50 mm is presented in Fig. 13.

Fig. 13 represents a graphical representation of the spatial 
distribution of MVP in this system at ∆z = 40 mm. The coaxial 
state and the horizontal offset state magnetic field distribution 
comparison graph indicate that MFD shows a gradual increase 
in the horizontal direction, followed by a gradual decrease, 
consistent with the distributional properties of MFD in this 
structure.

For the comparison of the calculation methodology used in 
the cited literature with the methodology presented in this arti-
cle, the outcome are shown in Table VI, where VO represents 
vertical offsets, HO represents horizontal offsets, MS rep-
resents with magnetic shielding, FMS represents with bounded 
magnetic shielding, and SM represents the ability to save con-
sumables.

The convex ring type magnetic shielding materiall presented 
in the article is replaced with the rectangular disc magnetic 
shielding material of the exact specifications, according to the 
parameters in Tables I and II. This article compares it to the 
transmission structure. The findings indicate that the material 
consumption is lowered by 11.12% with the convex ring type 
magnetic shielding material, compared to the rectangular disc 

TABLE IV
Horizontal Offset Mutual Inductance and Error

at Vertical Distance Δz=40 mm

TABLE V
Comparison of Time Taken for Computation and

Simulation of Mutual Inductance

x(mm) Mc( μH ) Ms( μH ) Me( μH ) ε1 ε2

-50 2.6969 2.7442 2.5936 1.75% 3.83%

-40 2.8982 2.9817 2.8163 2.88% 2.83%

-30 3.0775 3.1801 2.9628 3.33% 3.73%

-20 3.1967 3.3376 3.0590 4.41% 4.31%

-10 3.3036 3.4344 3.2349 3.96% 2.08%

0 3.4097 3.5029 3.2773 2.73% 3.88%

10 3.3253 3.4241 3.2427 2.97% 2.48%

20 3.2013 3.3218 3.1446 3.76% 1.77%

30 3.0781 3.1664 2.9458 2.87% 4.30%

40 2.8909 2.9732 2.8125 2.85% 2.71%

50 2.6876 2.7391 2.5774 1.92% 4.10%

Fig. 12 MI variation curve with horizontal offset of receiving coil.

tc(s) Ta(s) Tb(s) Tc(s)

t1 82.56 95.66 79.37

t2 86.46 94.24 81.34

t3 84.56 92.69 81.09

t4 82.56 97.66 80.45

t5 81.67 91.23 77.13

t6 8.41 8.89 6.90

t7 7.23 8.79 7.32

t8 8.65 8.63 6.90

t9 7.89 9.69 8.30

t10 8.79 8.32 8.12

Horizontal misalignment in x-axis direction x (mm)
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magnetic shielding material. Furthermore, the percentage of 
material savings for this model increases even more as the area 
of the transmission structure skeletonized with the toroidal 
magnetic shielding material increases.

Additionally, the investigation is conducted to examine the 
difference in the impact of magnetic shielding material on 
MI between a convex ring type and a rectangular disc using 
the same coil structure. With Table I and Table II, two kinds 
of power transmission models are constructed. The MI ratio 
is compared through simulation analysis when the magnetic 
medium is a convex ring type versus a rectangular disc. In 
this comparison, the rectangular disc magnetic shielding area 
is identical to the cabochon ring type, 300 mm×300 mm. The  
other coils and related parameters remain unchanged from 
those of the cabochon ring-type magnetic shielding transmis-
sion structure.

Within conventional mutual-inductance models, for instance 
those utilizing a rectangular plate magnetic shielding trans- 
mission system, that system performance stays relatively sta- 
ble. Should the performance of the MI model presented in 
this study surpass 97% of that of the original model, it can be 
inferred that this WPT system has effectively met the objec-
tives of diminishing production expenses while concurrently 
preserving transmission performance. Therefore, the simulated 
MI ratio data for the two trans- mission structures in the case of 
vertical offset and horizontal offset are provided in this article, 
as shown in Tables VII and VIII. In these tables, ∆z represents 
the vertical offset distance, and x denotes the horizontal offset 
distance. ε3 denotes the ratio of MI values between the convex 
annular magnetic medium and the rectangular disc magnetic 
medium in the WPT system. Mu and Mv respectively indicate 
the MI for the convex ring and rectangular disc magnetically 
shielded structures. The expression for ε3 is presented in (46).

                                    (46)

In summary, whether a vertical offset or a horizontal off-
set, the simulated ratio of MI between the convex ring-type 
magnetic shielding transmission structure and the rectangular 
disc magnetic shielding transmission structure remains above 
97.11%. Additionally, ε3 achieve a maximum of 99.87%. This 
indicates that this WPT system has largely maintained the 
transmission performance of the original MI model. Hence, 
material savings are achieved with convex ring-type magneti-
cally shielded power transmission structures while maintaining 
transmission efficiencies nearly identical to those of rectangular 
disc magnetically shielded structures. The manufacturing cost 
of this WPT system has also been effectively lowered.

TABLE VI
Comparison of Calculation Methods

TABLE VII
Comparison with Rectangular Disc Magnetically

Shielded Transmission Structure in Vertical
Offset Simulation of Mutual Inductance

Fig. 13 Comparative analysis of magnetic field morphology.

VO HO MS FMS SM

[19] √ × × × ×

[20] √ √ × × ×

[23] × √ √ × ×

[24] √ √ √ × ×

[26] × × √ √ ×

[27] √ √ √ √ ×

This paper √ √ √ √ √

∆z(mm) Mu(μH) Mv(μH) ε3

30 4.2756 4.2667 99.79%

40 3.5040 3.4989 99.85%

50 2.9119 2.9081 99.87%

60 2.4677 2.4434 99.02%

70 2.0965 2.0876 99.58%

80 1.7985 1.7911 99.59%

90 1.5451 1.5191 98.32%

100 1.3424 1.3193 98.28%

110 1.1802 1.1712 99.24%

120 1.0314 1.0194 98.84%

TABLE VIII
Comparison of Magnetic Shielded Transmission

Structures with Rectangular Discs in Horizontal
Offset Simulation of Mutual Inductance

x(mm) Mu(μH) Mv(μH) ε3

-50 2.7442 2.6969 98.28%

-40 2.9817 2.8982 97.20%

-30 3.1801 3.0775 96.77%

-20 3.3376 3.2967 98.77%

-10 3.4344 3.3536 97.65%

0 3.5029 3.4097 97.34%

10 3.4241 3.3253 97.11%

20 3.3218 3.2713 98.48%

30 3.1664 3.0781 97.21%

40 2.9732 2.8909 97.23%

50 2.7391 2.6876 98.12%
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V. Conclusion
This article presents a model for MI calculation of a rect- 

angular coil with a convex toroidal bounded magnetic shield, 
proposing an analytical method leveraging spatial boundary 
separation for precise calculations in complex regions. The 
method solves the MI calculation formulas in each region 
through the double Fourier transform, Maxwell’s system of 
equations, and the Biot-Savart law. The calculated results are 
verified for validity through simulation and experiment, with 
the findings indicating that the maximum error between them 
is 4.55%. The MI calculated, simulated, and experimental val-
ues are in agreement. The model achieves an 11.12% material 
saving over the conventional rectangular magnetic shielding 
transmission structure, with savings increasing with the open-
work area of the ring magnetic shielding.

Simultaneously, the MI value of this WPT system can 
achieve 99.87% of conventional WPT systems. The design 
can maximize material savings in the structure while ensuring 
transmission efficiency, possessing more pro- nounced prac-
tical functionality and widespread applicability. In addition, 
the proposed coil structure model and the results of the study 
provide theoretical support for the optimisation of the structure 
and variable of WPT systems, while also instituting a practical 
basis for the further advancement of MI calculation methods 
for WPT systems and the widespread application of more reli-
able and affordable wireless power transfer equipment.

In the end, this study provides a valuable reference and guideline  
for subsequent research on MI calculations for solenoid-type 

magnetically shielded rectangular coil structures.

Appendix A
In the matrix transformation process, (30) can be further 

derived as (33). [D] indicates the unknown in MVP, which 
contains the the elements of the unknown coefficients. [K] indi-
cates denotes the coefficients of the unknowns, which contains 
the elements of the known coefficients. [O] and the matrixis 
populated with elements representing the current sources in the 
equation. (47) and (48) give the extended forms of [D] and [O], 
respectively.

[D] = [ [D1][D2a][D2b][D2c][D2d][D2e][D3][D4a][D4b]
          [D4c][D4d][D4e][D5][D6a][D6b][D6c][D6d][D6e][D7]    (47)
          [D8a][D8b][D8c][D8d][D8e][D9][D10a][D10b][D10c]
          [D10d][D10e][D11] ]

T

Each element of [D] consists of a submatrix, the elements of 
which represent the unknown coefficients of vector magnetic 
potential.

[O] = [ [O1][O2a][O2b][O2c][O2d][O2e][O3][O4a][O4b]
          [O4c][O4d][O4e][O5][O6a][O6b][O6c][O6d][O6e][O7]    (48)
          [O8a][O8b][O8c][O8d][O8e][O9][O10a][O10b][O10c]
          [O10d][O10e][O11] ]

T

where each element of the [O] is a submatrix, the elements  
represent the current sources contained within the vector mag-
netic potentials. [K] and its elements are provided by (49).

where [V] is a submatrix within [K]. Each element of matrix [V] 
is also a submatrix, where [V0] represents the zero matrix, and 
the elements of other submatrices represent known coefficients 
of the vector magnetic potential. The submatrices of [V] are 
specifically represented from (50) to (60).

            (50)

              (51)

              (52)

              (53)

        (54)

      (55)

(49)
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(56)

(57)

(58)

(59)

(60)

where [I] signifies the unit matrix. The submatrix [C] signifies 
the coefficients of the array of equations. And a linear equation 
represents each row of the matrix.
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Static Identification of Inductance Parameters 
and Initial Rotor Position in Permanent Magnet 

Synchronous Motor
Liyuan GUO, Chuanqiang LIAN, Guanda XU, Jilong LIU, Xin TANG, and Kun WANG

Abstract—Accurate determination of inductance parameters 
and rotor initial position is of paramount importance in ensuring 
optimal control accuracy and stability in the context of perma-
nent magnet synchronous motors. This paper proposes a novel 
static identification method for both the inductance parameters 
and rotor initial position of a permanent magnet synchronous 
motor, to achieve simultaneous identification of both parameters. 
The method involves the injection of high-frequency quadrature 
voltage signals into the motor, followed by the decomposition of 
the high-frequency response current using the recursive least 
squares method. This results in the identification of the motor 
inductance parameters and rotor initial position, based on the 
outcomes of the motor rotor polarity identification. Compared 
with traditional methods, this approach has the advantages of 
eliminating the delay effect of digital system sampling and con-
trol, and of not requiring filters to demodulate the high-frequency 
response current. Furthermore, the identification results are less 
affected by the nonlinearity of the inverter. Both simulation and 
experimental validation support the validity of the method. The 
experimental results demonstrate that the errors between the 
identified values of the inductance of the cross and straight axes 
and the design value are 0.15% and 0.97%, respectively. Addi-
tionally, the deviation between the identified results and the actual 
value of the initial position of the rotor is 1.76°, indicating a high 
level of identification accuracy. 

Index Terms—High frequency injection; inductance parameter 
identification; initial position identification; permanent magnet 
synchronous motor.

I. Introduction

THE permanent magnet synchronous machine (PMSM) is 
distinguished by its simple structure, high power density, 

high efficiency and low failure rate. It has found widespread 
application in a variety of fields, including aerospace, ships and 
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vessels, and new energy vehicles.
The conventional identification methodologies for motor 

parameters can be categorised into two distinct approaches: 
offline identification methods, which include finite element  
analysis and experimental measurement [1], and online iden-
tification methods, encompassing recursive least squares [2]-
[4], Kalman filter [5], [6] and artificial intelligence algorithms 
[7]. The offline identification method is characterized by its 
simplicity; however, it necessitates a substantial workload and 
often encounters challenges in achieving precise identification 
under full working conditions. Conversely, online identification 
can achieve identification under full working conditions, but 
the challenge of under-ranking remains. The inductance iden-
tification method based on finite element analysis considers 
the influence of the cross-saturation effect on the inductance  
of PMSM in the cross and straight axes. The obtained steady-
state inductance parameters are essentially consistent with the 
actual measurement results, but the calculation process is more 
complicated. Another method identified in [1] involves the use 
of high-frequency square-wave voltage injection to identify 
the inductance parameters. This method takes into account the 
influence of inverter nonlinearity on the identification results. 
However, the delay caused by the digital system sampling is 
approximated by one carrier cycle. The inductor parameter 
identification method based on the recursive least squares 
method is mentioned in [2], and the computational amount of 
this method is smaller than that of the traditional least squares 
method. However, it is prone to the phenomenon of “data 
saturation”. In order to address this problem, [3] mentions the 
combination of dynamic forgetting factor and recursive least 
squares method for inductor identification. Another inductor 
identification method is proposed in [8], which is based on  
double time scale stochastic approximation theory. This method  
is more accurate than the traditional recursive least squares 
algorithm. Additionally, an inductive parameter identification 
method based on Kalman filtering has been developed. This  
method utilizes the a posteriori probability density of the  
previous moment to iteratively obtain the a posteriori probability  
density of the subsequent moment. The results of this method 
are accurate; however, it is only applicable to linear systems. In 
addressing this limitation, subsequent scholars have proposed 
an extended Kalman filtering method for identifying motor 
inductance. This method involves the application of Kalman 
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filtering in nonlinear systems, as outlined in [7]. The proposed 
approach utilizes a chaotic initialization and a chaotic variation  
strategy to facilitate rapid identification of inductance parameters.  
However, the complexity of this method hinders its practical 
application in engineering contexts.

The conventional approach to rotor initial position identifica-
tion can be categorized into two distinct methods: the dynamic 
identification method, which includes the rotor pre-positioning 
method [9], and the static identification method, which en-
compasses various high-frequency signal injection methods 
[10]-[16]. The high-frequency injection signals employed in 
these methods include high-frequency rotating voltage [10], 
high-frequency pulsating voltage [11], [12], high-frequency 
square-wave voltage [13]-[15], and triangular wave voltage 
[16]. The dynamic identification method is straightforward in 
principle, but it has certain requirements on the operating en-
vironment of the motor, and the identification results are easily 
affected by the rotation of the motor. Static identification can 
achieve high-precision identification, but the principle is more 
complex. [9] proposed a rotor initial pre-positioning method 
to identify the initial position, the essence of which is to inject 
a constant voltage vector into the motor for a certain period of 
time so that the motor rotor reaches a predetermined position. 
The method is simple but time-consuming and prone to pheno- 
mena such as reversal. A rotor initial position identification 
method based on high-frequency rotating voltage injection 
is introduced in [11]. The method involves the injection of a 
high-frequency rotating voltage into a stationary coordinate 
system, the extraction of the phase difference of the positive- 
sequence current to compensate for the phase of the negative- 
sequence current, and the final determination of the initial  
position of the rotor through the inverse tangent operation. This 
method has been demonstrated to exhibit high measurement 
accuracy; however, it necessitates the implementation of a low-
pass filter to facilitate the demodulation of the response current. 
Moreover, it does not consider the impact of sampling and 
control delays that are inherent to digital systems. In contrast, 
[12] introduces a rotor initial position identification method  
based on high-frequency pulsed vibration injection. This method  
involves injecting a high-frequency pulsed vibration voltage 
into the estimated d-axis, demodulating the estimated d-axis  
currents and q-axis currents, and then locking the phase, thereby  
obtaining the initial position of the rotor. This method elimi-
nates the need for a low-pass filter to demodulate the response  
current; however, it does not account for the effects of sampling 
and control delays in digital systems. [15] expounds on a rotor  
initial position recognition method that is predicated on 
high-frequency square wave injection. The fundamental  
principle underlying this method entails the injection of a 
high-frequency square wave signal into the estimated d-axis,  
followed by the acquisition of the initial rotor position through 
the analysis and processing of the estimated q-axis current  
response. The method exhibits reduced phase delay and enhanced  
detection accuracy; however, it is susceptible to inverter  
nonlinearity and switching loss, and its robustness is inadequate.

In light of the challenges posed by the conventional high- 

frequency injection technique, this paper puts forward a static 
identification method for the parameters of permanent magnet 
synchronous motor inductance and the initial rotor position. 
The proposed method involves the injection of high-frequency 
quadrature voltage signals into permanent magnet synchronous  
motor, utilising the recursive least-squares method. The method  
involves decomposing the high-frequency response currents 
of the motor orthogonally, thereby obtaining an estimation of 
the motor’s inductance parameters and the initial position of 
its rotor. This process culminates in the identification of the 
rotor’s polarity by leveraging the saturation characteristics of 
the inductance to rectify the estimated value. The saturation 
property of the inductor is then employed to identify the rotor 
polarity, and the estimated value of the rotor’s initial position  
is corrected.The method’s feasibility and effectiveness are verified  
by simulation and experimental results. In comparison with 
traditional methods, the proposed approach offers distinct  
advantages. It facilitates the simultaneous identification of inductor  
parameters and initial position, while also compensating for 
phase differences caused by sampling and control delays in the 
digital system during the identification process. This eliminates 
the necessity for approximate compensation with a fixed delay 
time, enhancing the accuracy of the parameter identification  
results. Furthermore, the method in this paper employs the 
recursive least squares method to demodulate the response  
current, obviating the necessity for a filter for demodulation. 
This approach effectively circumvents the signal delay and  
distortion problems that arise from the filter.

II. PMSM High Frequency Mathematical Modelling
The model of a three-phase permanent magnet synchronous 

motor at high frequency signals can be equated to a purely  
inductive model, as illustrated below:

                                         (1)

where, udh、uqh is d, q-axis voltage; idh、iqh is d, q-axis current;  
Ld、Lq is d, q-axis inductance.

As illustrated in Fig. 1, the rotational coordinate system is  
shown to be related to the estimated rotational coordinate system.  
In this paper, the estimated rotational coordinate system is 
assumed to be in front of the A-phase winding axis θ , and the 
rotational coordinate system d-axis is shown to be ahead of the 

Fig. 1. Relationship between rotation coordinate system and estimated rotation 
coordinate system.

q d
q' 

d' 

Aθ θ
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A-phase winding axis  . The size of   can vary, and to simplify  
the calculation, this paper sets  = 0 . The angle difference 
between the rotational coordinate system and the estimated 
rotational coordinate system is Δθ = θ -  = θ, which is also the 
initial position of the motor rotor.

As illustrated in Fig. 1, the relationship between the motor 
voltage and current in the rotating coordinate system and the 
estimated motor voltage and current in the rotating coordinate 
system is

               (2)

Combining (1) and (2), the voltage equation of the three-
phase permanent magnet synchronous motor in the estimated 
rotational coordinate system can be expressed as:

                     (3)

In (3), 、 、 、  represent the high-frequency voltage  
and high-frequency current, respectively, in the estimated  
rotating coordinate system. Let m = (Ld +Lq)/LdLq, n = (Ld  - Lq)/ 
LdLq, then

                     (4)

III. The Principle of Inductor Parameter and Initial 
Position Recognition in PMSM 

As demonstrated in (4), the response current signal of the 
permanent magnet synchronous motor contains information 
regarding the inductance parameter and the initial position of 
the rotor. In this paper, an orthogonal decomposition of the 
high-frequency response current of the motor is employed, in  
conjunction with mathematical analysis, to ascertain the  
inductance parameter and the initial position of the rotor of the 
permanent magnet synchronous motor.

Firstly, it is necessary to set the angle between the estimat-
ed rotational coordinate system and the axis of the A-phase 
winding of the right-angle coordinate system to 0. Following 
this, a high-frequency quadrature voltage signal should be 
injected into the estimated rotational coordinate system of the 
permanent magnet synchronous motor. The given value of the 
high-frequency quadrature voltage at this time is

                               (5)

where, Uh is the high-frequency injection voltage amplitude 
and ωh is the high-frequency injection voltage frequency.

In the context of an open-loop vector control system for a 
permanent magnet synchronous motor, it is evident that the 
digital system exhibits a delay phenomenon, resulting in a 
deviation between the actual and the desired voltage values. 
As illustrated in Fig. 2, the timing diagram of pulse width 
modulation (PWM) irregular sampling, the causes of the delay 
phenomenon include the signal A/D conversion time tAD , the 
calculation time of the control algorithm tcalc , the waiting time 
to avoid the modulating signal and the carrier signal intercepted  
several times tw , and the delay of the PWM output tout . As the 
delay time of the digital system cannot be accurately measured, 
the conventional approach assumes that the delay time of the 
digital system is compensated by a fixed value. However, there 
is a discrepancy between this compensation value and the 
actual digital system delay time. This discrepancy generates 
a phase difference in the control system, thereby affecting the 
recognition accuracy of the motor parameters. 

As demonstrated in Fig. 3, the time-domain waveforms of the  
injected voltage at varying frequencies are presented. The solid 
line waveform denotes the actual waveform, while the dashed 
line waveform indicates the given waveform. It is observed 
that as the frequency of the injected voltage increases, the phase 
difference between the actual and given waveforms also rises.

The method proposed in this paper is capable of cancelling 
the phase difference caused by the delay of the digital system 
in the identification process. This is due to the fact that the 
delay of the digital system is not a factor in this process. The 
high-frequency quadrature voltage signal after considering the 
digital system delay can be expressed as follows:

                            (6)

where, φe is the phase difference of the injected quadrature 
voltage signal caused by the sampling and control delay of the 
digital system.

When combined with (3), the estimated high-frequency  
response current of the motor in the rotating coordinate system 
is expressed as follows:

            (7)

Fig. 2. PWM irregular sampling timing chart.
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where,

                    (8)

Meanwhile, (7) can be expressed as follows:

Y = ΦTw                                       (9)

where,

                              (10)

              (11)

w                               (12)

The coefficients A11 , A12 , A21 and A22 contain the inductance 
parameter and the initial position information of the rotor. The 
present paper adopts the recursive least squares method to  
determine the size of the coefficients as follows:

w

w w

       (13)

Following the determination of the coefficients A11 , A12 , A21 
and A22 , which contain the motor inductance parameter and 
the rotor initial position parameter. The following assumption 
is made:

               (14)

where,

                                  (15)

Performing mathematical analysis and derivation of (14), it 
can be demonstrated that the phase difference φe , caused by 
the digital system delay, can be eliminated. Consequently, the 
calculation formula for the motor inductance parameter and the 
initial position of the rotor can be obtained as follows:

         (16)

In the absence of knowledge regarding the polarity of the 
motor rotor, the rotor initial position Δθ , as specified in (16), 

Fig. 3. Actual and given waveforms of injected voltage at different frequencies. 
(a) |Uh| = 100 V, fh = 100 Hz. (b) |Uh| = 100 V, fh = 200 Hz. (c) |Uh| = 100 V, fh = 
300 Hz. (d) |Uh| = 100 V, fh = 400 Hz.
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may correspond to the actual rotor initial position Δθe , or may 
be in a direction antithetical to the actual rotor initial position 
Δθe . Consequently, this paper aims to ascertain whether the 
rotor initial position necessitates compensation, contingent on 
an assessment of the motor rotor’s polarity. The present paper 
introduces a method of detecting the average value of the DC 
component of the response current to verify the polarity of the 
rotor, as proposed in [17]. According to the saturation charac-
teristics of the inductor, the magnitude of the DC component of 
the response current is determined to establish whether or not 
it is necessary to compensate for the initial rotor position. The 
specific polarity identification strategy is shown in Fig. 4.

In order to circumvent the impact of uncontrollable factors 
on the rotor polarity judgement in the context of actual engi-
neering applications, this paper proposes a comparison para- 
meter ε . When the response current DC component idc exceeds ε ,  
the calculated rotor initial position aligns with the actual rotor 
initial position, obviating the necessity for compensation. Con-
versely, when the response current DC component idc falls short 
of - ε , the The calculated value of the rotor initial position is 
reversed with the actual position, and then the initial position is  
compensated by 180°. When the response current DC component  
idc is between - ε and ε , the saturation characteristic of the motor  
magnetic circuit is not obvious, which is easy to cause the error  
of judging the rotor polarity. In this case, it is necessary to  
increase the amplitude of the injected voltage and judge the 
rotor polarity again. 

As illustrated in Fig. 5, the method described in this paper is 
represented by a schematic flow diagram.

IV. Impact of Inverter Nonlinearity on 
Identification Results

A. Inverter Non-Linear Analysis

In a real motor drive system, the deadband of the inverter 
and the voltage drop of the switching devices have the capacity  
to distort the high frequency quadrature voltage signal that has 
been injected. This phenomenon is known as the inverter’s 
non-linearity.

Subsequently, the high-frequency injection voltage of the 
permanent magnet synchronous motor, considering the inverter 
nonlinearity, can be expressed as:

                  (17)

where,

            (18)

      (19)

In this system, the distortion coefficients of high-frequency 
quadrature voltage signal in the estimated rotating coordi-
nate system are denoted by Dd and Dq . The electrical angle is  
indicated by θe , the current vector angle by γ , the dead time by 
Td , the switching device turn-on and turn-off delays by TON and 
TOFF , respectively, the switching period by Tpwm , the inverter 
DC voltage by Vdc , the voltage drop of the power supply switch 
by Vsat and the voltage drop of the switching device by Vf . 

According to (17) and (18), the voltage deviation of the  
inverter due to its nonlinear characteristic is different when the 
rotor position is different. This change in voltage deviation will 
further change the amplitude of the high-frequency injected 
voltage, and the change in the amplitude of the high-frequency 
injected voltage will ultimately have an impact on the results 
of the identification of the inductor parameters with the initial 
position of the rotor. Fig. 6 provides a visual representation of 
the waveforms used to estimate the distortion coefficients in 
the rotating coordinate system. These waveforms are obtained 
by comparing the distortion coefficients with a given high- 
frequency injected voltage, which is used as a high-frequency 
fundamental noise reference.

B. Effect of Inverter Non-Linear on Parameter Identification 
Results

Combining (6) and (17) reveals that the voltage deviations 
caused by the inverter are DdVdead and DqVdead . As illustrated 
in Fig. 6, this voltage deviation assumes the form of a square 
wave. According to the Fourier decomposition, the square 
wave can be expressed in the following:

Fig. 4. Rotor polarity recognition strategy.

Fig. 5. Schematic flow diagram of the methodology of this paper.

current according to (13)

conjunction with Fig. 4.

The inductance parameter is

calculated from (14) and (16) 

using the predicted initial 

position of the rotor as follows

Ud id idc

idc > ε Δθe = Δθ

Δθe = Δθ + πidc < -ε

-ε < idc < ε

Other
components

RLS
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    (20)

As demonstrated in (7) to (16), the parameter identification  
process is confined to the high-frequency injected voltage 
sine and cosine fundamental components. That is to say, the  
parameters a1, b1, c1 and d1 in (20) have a significant impact 
on the outcomes of the parameter identification process. In  
order to obtain the values of a1 , b1 , c1 and d1 , a filter is first 
used to remove the high-frequency sine and cosine components  
of the voltage deviation. Then, the values of a1 , b1 , c1 and 
d1 are fitted using the recursive least squares method, and the  
fitting equations are as follows:

 (21)

where, ΔUd1 and ΔUq1 are the voltage deviations with the high 
frequency sine and cosine components removed.

Subsequently, the high-frequency response current deviation 
resulting from this voltage deviation is as follows:

     (22)

where,

                     (23)

The following equation is postulated:

                             (24)

By combining (14), (16) and (24), the motor parameter  
identification equation that is independent of inverter nonlin-
earity can be introduced as follows:

 (25)

where,

                  (26)

In this paper, (16) and (25) are utilised in the simulation to 
obtain the identification results of the motor parameters affected  
by the inverter nonlinearity and to remove the inverter  
nonlinearity, respectively. The deviations of these two equations  
are analysed under different dead times and different rotor  
positions. The d-axis inductance parameter is set to 3.1 mH and 
the q-axis inductance parameter is set to 6.8 mH, and the scalar 
values of the motor d-axis inductance parameter, q-axis induc-
tance parameter and the rotor initial position deviation results 
are given in Figs. 7-9, respectively. As is apparent from Figs. 
7-9, the identification error of the d-axis inductance parameter 
caused by the inverter nonlinearity is between 0.8% and 0.95%; 
the identification error of the q-axis inductance parameter is be-
tween 0.4% and 0.55%; and the identification error of the rotor 
initial position does not exceed 0.04°. The inverter nonlinearity 

Fig. 6. Estimation of waveforms of distortion coefficients in a rotating 
coordinate system. (a) d-axis injection voltage and d-axis twist factor 
waveforms. (b) q-axis  injection voltage and q-axis twist factor waveforms.
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Fig. 7. d-axis inductor parameter identification deviation.

Fig. 8. q-axis inductance parameter identification deviation.

Fig. 9. Rotor initial position recognition deviation.
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exerts a lesser influence on the motor parameter identification 
method proposed in this paper.

V. Simulation and Experimental Verification

A. Simulation Verification

In this paper, a proposed method of identifying the inductance  

Fig. 10. Control strategy diagram.

TABLE I
Main Parameters of PMSM

Parameters Value

Rated power 30 kW
Rated current 60 A

Stator resistance 0.05 Ω

Chain of permanent magnets 1.357 Wb

Moment of inertia (mechanics) 1 kg•m2

d-axis inductance 3.1 mH

q-axis inductance 6.8 mH

Initial rotor position during simulation 0

Initial rotor position during experiment 180°

Sampling period 200×10-6 s
Polar logarithm 3

θe 

(14) and (16)
abc

parameter and rotor initial position of a permanent magnet  
synchronous motor is simulated and verified. The simulation  
model is constructed in MATLAB/Simulink according to the 
control block diagram in Fig. 10, and the relevant motor pa-
rameters during the simulation are presented in Table I.

As illustrated in Fig. 11, the high-frequency injection voltage  
waveform and high-frequency response current waveform 
of the PMSM during simulation are shown, respectively. It is  
considered that the frequency of the high-frequency injection  
voltage should be set to 0.1-0.2 times the switching frequency.  
This is because if the frequency is set too high, it can easily 
generate other harmonic signals. However, if the frequency is 
set too low, it can easily separate from the fundamental signal. 
In this paper, the high-frequency injection voltage with an  
amplitude of 100 V and a frequency of 200 Hz is selected.

As illustrated in Fig. 12, the simulation results of the inductance  
parameters of the permanent magnet synchronous motor and 
the initial position of the rotor are presented. The parameter 
identification results converge within approximately 30 ms, 
with the identification results of the d-axis inductance and the 
q-axis inductance being 3.096 mH and 6.787 mH, respectively. 
The design value is only found in the error of 0.13% and 0.19%, 
respectively. It should be noted that the simulation of the motor 
model does not include saturation characteristics. Consequently,  
this paper does not include the simulation of motor rotor polarity  
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Fig. 11. High-frequency injection voltage and response current waveforms of PMSM during simulation. (a) High-frequency injection voltage waveform during 
simulation. (b) Response current waveform during simulation.

Fig. 12. Simulation identification results. (a) Simulation results. (b) Iden-
tification error.

(a)

(b)

(b)

(a)

identification, the default identification of the rotor initial 
position, and the actual rotor position in the same direction. 
However, in actual engineering applications, it is still necessary  
to carry out rotor polarity identification to determine the  
correctness of the rotor initial position identification results. 
This is demonstrated in 4.2 of the experimental demonstration. 
The identification results of the motor rotor initial position are 
-0.041°, and the simulation of the design value difference of 
0.041°. The simulation results can better identify the motor  
parameters, and the identification results of the error are small. 

Furthermore, the paper selects the motor parameters in  
Table I and applies the high-frequency pulse vibration injection  
method proposed in [12] and the high-frequency square 
wave injection method proposed in [15] to identify the motor  
parameters respectively. As the traditional high-frequency 
signal injection method is primarily used to identify the initial 
rotor position, this paper only focuses on the identification 
of the initial rotor position for comparative analysis. Fig. 13  
illustrates the corresponding waveforms of the injected voltage 
and the identification results of the initial rotor position of the  
traditional method. As demonstrated in Fig. 13, the high- 
frequency pulsed voltage injection method requires approximately  
70 milliseconds to complete the rotor initial position identification,  
yielding an identification error of 3.56°. In comparison, the 
high-frequency square-wave voltage injection method requires 
around 50 milliseconds to accomplish the same task, resulting 
in an identification error of 2.16°. A comparison of these two 
traditional methods with the method proposed in this paper 
clearly demonstrates the former’s clear disadvantages in terms 
of rotor initial position identification, due to the fact that the 
proposed method is not only more accurate, but also faster.
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B. Experimental Verification

In this paper, the proposed method of identifying the induc-
tance parameters and initial rotor position of permanent magnet  
synchronous motor is experimentally verified. The experimental  
platform is shown in Fig. 14, which mainly includes the power 
supply, inverter, permanent magnet synchronous motor and 
host computer, in which the inverter is a TMS320F28335 DSP 
and Cyclone IV FPGA as the core control chip. The parameters  
of the permanent magnet synchronous motor used in the  
experiment are shown in Table I. The DC side voltage is set to 
500 V and the SVPWM switching frequency is 1 kHZ for the 
experiment.

In this experiment,  is assumed to be 0 at the moment 0, and 

Fig. 13. Results of rotor initial position identification by conventional high-frequency injection method. (a) Localised map of PMSM rotor initial position identification 
results with injected signals based on high frequency pulsed vibration signal injection. (b) Localised map of PMSM rotor initial position identification results with 
injected signals based on high-frequency square-wave signal injection.

Fig. 14. Experimental platforms.
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a high-frequency quadrature voltage signal with an amplitude 
of 100 V and a frequency of 200 Hz is injected into the esti-
mated rotating coordinate system of the PMSM. The computa-
tion of the inductance parameter and the estimated value of the 
rotor initial position is performed within the time frame of 0 to 
0.1 s, while the rotor polarity identification and the correction 
of the estimated value of the rotor initial position is performed 
within the time frame of 0.1 to 0.16 s.

As illustrated in Fig. 15(a), the high-frequency injected volt-
age waveform of the PMSM during the experiment has been 
presented. In order to mitigate the impact effect on the motor 
when the quadrature voltage is injected, the amplitude change 
has been incorporated into the ramp function over a period of  
0.01 s. Fig. 15(b) provides a representation of the high-frequency  
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response current waveform of the PMSM.
 As illustrated in Fig. 16, the results of identifying the DC 

component of the d-axis response current in the PMSM polarity  
identification stage are presented. The d-axis inductance, the 
q-axis inductance and the initial position of the rotor at the time 
of the experiment are used as the basis for these results. As 
demonstrated in the figure, the DC component is found to be 
negative. In accordance with the principle of polarity identifi- 
cation and compensation outlined in Fig. 4, it is evident that the 
calculated position of the rotor is opposite to its actual position 
at this time. The identification results of the d-axis inductance 
and the q-axis inductance have an error of 0.97% and 0.15%, 
respectively, compared with the design values of the PMSM 
in Table I. The initial rotor position of the motor used in the 
experiment is 180°, and the initial rotor position identified in 
this paper is 178.24°, which is close to each other. In summary, 
the identification results of this paper are accurate, and can 
complete the identification of inductance parameters in approx-
imately 50 ms, and complete the identification of rotor initial 
position parameters in 160 ms.

In addition to the foregoing, a series of experiments were 
conducted in which the amplitude and frequency of the 

Fig. 16. Experimental identification results.

high-frequency injection voltage were varied. The inductance 
parameter specification obtained from these experiments is 
shown in Fig.17(a), while the deviation value of the rotor initial 
position recognition results is shown in Fig.17(b). It is evident  
from the data that, for a constant injection frequency, an  
increase in the amplitude of the selected injection voltage 
results in a reduction of the error between the identification 
results and the motor design values. Furthermore, it is evident 
that an enhancement in the high-frequency response current of 
the motor leads to a reduction in the parameter identification 
error and more accurate identification results.

VI. Conclusion
The control performance of permanent magnet synchronous 

motors (PMSM) is contingent upon the precise measurement 
of inductance parameters and the determination of the rotor’s 
initial position. In this paper, a static identification method for 
the inductance parameters and rotor initial position of a per-
manent magnet synchronous motor is proposed. The proposed 
methodology involves the injection of high-frequency quadra-
ture voltage signals into the motor, followed by the utilisation 

Fig. 15. High-frequency injection voltage and response current waveforms of PMSM during the experiment. (a) High frequency injection voltage wave form during 
experiment. (b) High frequency response current waveform during experiment.
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Fig. 17. Identification results for different injection voltages. (a) The process of inductive identification invariably results in the identification of the youngest valus. (b) 
The result of the identification of the initial position of the rotor exhibits a deviation value.
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of the recursive least squares method for the decomposition of 
the high-frequency response currents of the motor. This process 
enables the estimation of the motor’s inductance parameters 
and the initial rotor position. Subsequently, the estimated value 
of the initial rotor position is corrected in accordance with the 
saturation characteristics of the inductance. In comparison with 
the traditional method, the novel approach has the capacity to 
offset the phase difference caused by the sampling and control 
delay of the digital system. Furthermore, there is no necessity 
to utilise a filter for demodulation, which effectively avoids the 
signal delay and distortion caused by the filter. Additionally, it 
is less affected by the nonlinearity of the inverter.

In response to the research conducted in this paper, future 
endeavours will primarily encompass the reduction of the time 
required for the identification of the inductor parameters and 
the initial position of the rotor, as well as the compensation 
method for the inverter nonlinearity in the identification.
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Simulation and Analysis of Core Losses Under High-
Frequency PWM Wave Voltage Excitations

Zhikang FU, Jinghui WANG, Juntao XIAO, and Wei CHEN

Abstract—The core losses quantification of magnetic com-
ponents with geometrically diverse cores for power converters 
remains a challenge and an area of active research. By using finite 
element analysis software Ansys Maxwell, a simulation method 
for core losses calculation under PWM voltage excitation is pro-
posed based on the modified Steinmetz equation (MSE) in this 
paper. The magnetic properties measurement and model of core 
material are specified, which are basis of core losses simulation. 
Furthermore, the work conducts a comprehensive error analysis 
to identify primary sources of simulation inaccuracies, accompa-
nied by targeted mitigation strategies. To validate the methodolo-
gy, core losses of a ferrite EE shaped core are simulated and sub-
sequently compared with experimental measurements acquired 
through the DC power method. The close agreement between 
simulated and empirical results demonstrates the efficacy of the 
proposed methodology. 

Index Terms—Core loss model, core losses simulation, DC pow-
er method, finite element analysis, PWM wave excitation.

I. Introduction

MAGNETIC components are important passive component 
in power converters, and their losses are important 

indicators for the optimal design of power converters. The losses 
of magnetic component include winding loss and core losses. 
The winding loss which is of a linear nature can be accurately 
obtained by using an impedance analyzer or finite element 
software when the winding’s material is solid conductor. 
However, the accurate quantification of Litz wire winding 
losses remains a difficult problem [1]-[2]. The core losses are 
of a nonlinear nature and are affected by numerous factors. Not 
only do the excitation voltage waveform, frequency, amplitude, 
as well as the working environment and temperature affect 
the core losses, but also the core material, core shape and size 
have an impact on the core losses. As the frequency, efficiency 
and power density of power converters are getting higher and 
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higher [3]-[4], the shapes of cores are becoming more and 
more diverse. The error will be very large if we only use the 
mathematical model of core losses to predict the core losses 
of cores with various shapes. Although the losses of magnetic 
components can be obtained through measurement, it is 
extremely unrealistic and uneconomical to measure the losses 
of each designed product after prototyping to verify whether it 
meets the design requirements [5]-[6].

Finite element analysis (FEA) is a numerical analysis 
method for analyzing the magnetic flux density distribution of 
irregular cores. In the industry, it tends to be used to obtain the 
core losses of magnetic components with different core shapes. 
Ansys Maxwell is the most commonly used FEA simulation 
software in the industry. Based on the accurate calculation 
of the magnetic flux density distribution within the core, the 
core losses prediction models which come with software are 
utilized to obtain the core losses of magnetic components. 
There are three types of core losses prediction models built 
into the software: the Steinmetz equation (SE) model, the 
loss separation model and the Pcv-Bm curve. The SE model is 
only applicable to the core losses calculation under sinusoidal 
excitation. Based on the core losses under sinusoidal excitation, 
the loss separation model divides the core losses into hysteresis 
loss, classical eddy current loss and excess eddy loss according 
to the physical mechanism of core losses[7], [8]-[9] proposed 
an improved loss separation model, and extended it to core 
losses calculation under non-sinusoidal excitation. The Pcv-
Bm curve is directly the numerical relationship between the 
core losses density Pcv and the peak value of the magnetic 
flux density Bm. However, the Pcv-Bm relationship curves for 
different excitation frequencies are different, so it is only 
applicable to the core losses simulation at a single frequency. 
Finite element (FE) software is used to obtain the core losses of 
cores with different structures, which is beneficial to enterprises 
to reducing research and development costs. However, the 
core losses simulation methods of existing software are not 
applicable to core losses calculation of magnetic components 
in power converters.

Accurate core losses measurement is the basis of core losses 
simulation and also the means of verifying the core losses 
simulation accuracy. The existing core losses measurement 
methods are mainly divided into non-electrical methods and 
electrical methods. Calorimeter method is recognized as the 
most accurate non-electrical measurement method for core 
losses. However, it is complicated to operate, time-consuming 
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and has strict environmental requirements [10]-[11]. Electrical 
methods mainly include the Two-Winding AC power method 
and the DC power method. Regarding the Two-Winding AC 
power method, the voltage on the sensing winding and the 
current on the excitation winding of the magnetic component 
are sampled, and the core losses can be obtained by calculating 
the average value of the product of the two. When the im-
pedance angle of the tested component is close to 90°, a tiny 
phase-difference error will lead to a very large measurement 
error [12]-[13]. [13] utilizes reactive power compensation to 
reduce the phase difference between the sampled voltage and 
current so as to improve the measurement accuracy of the 
Two-Winding AC power method. Regarding the DC power 
method, an inverter circuit is used to convert the DC voltage 
into a high-frequency PWM wave and apply it to the magnetic 
component. The output power of the DC voltage is measured 
to obtain the losses of the magnetic component, which 
effectively circumvents the problem that the measurement error 
of the Two-Winding AC power method is sensitive to the phase 
difference error. The loss of the inverter circuit is the main error 
source of the DC power method. An air-core inductor is used 
for calibration to verify the losses of the inverter circuit so as to 
improve the measurement accuracy of the DC power method 
[14]. The differential DC power method is proposed to broaden 
the inductance range of the tested components based on the DC 
power method [15].

In this paper, based on the modified Steinmetz equation 
(MSE), a simulation scheme for the core losses of magnetic 
components under high-frequency PWM wave voltage excitation 
by using the FE software Ansys Maxwell is proposed. The sources 
of calculation errors are analyzed in detail and corresponding 
solutions are put forward. Finally, based on the accurate 
measurement and models of the magnetic properties of core 
materials, the core losses of EE-shaped cores made of the same 
material are simulated and analyzed by utilizing the proposed 
simulation scheme. The simulation results are compared with 
the measured values of core losses to verify the feasibility and 
accuracy of the simulation scheme.

II. Simulation Scheme for Core Losses under High-
Frequency PWM Wave Excitation

There are two key factors in the core losses calculation of 
magnetic components using the FE software Ansys Maxwell: 
1) The mathematical prediction model of core losses density 
and magnetic flux density. The core losses are closely related 
to magnetic flux density, and an accurate mathematical 
model of core losses density is a guarantee for the core losses 
simulation of magnetic components. 2) The determination of 
the magnetic-flux-density distribution inside the core. FEA is 
to solve the Poisson equation or Laplace equation with known 
field-domain boundary conditions to obtain the magnetic 
vector potential. The curl of the magnetic vector potential is the 
magnetic-flux density.  Among them, the permeability of the 
core-material is essential. Therefore, the accurate acquisition 
of the magnetization characteristics of the core material is the 
basis for the FE simulation of core losses.

A. High-Frequency PWM Core Losses Mathematical Model

The Steinmetz equation is often used for the core losses 
calculation of magnetic components under sinusoidal excita-
tion. [16] proposed an MSE for the core losses calculation of 
magnetic components under arbitrary waveform excitation. 
The weighted average magnetic flux density change rate Bw is 
introduced, as shown in (1). 

2

w
m

1 ( )
2 T

dBB dt
B dt

� �                             (1)

The equivalent sinusoidal wave frequency fsin_eq of an arbi-
trary waveform is obtained according to the equality of Bw 
for arbitrary-waveform excitation and sinusoidal-waveform 
excitation, as shown in (2).

2
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dBf dt
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� �
� �                      (2)

The core losses density under arbitrary waveform excitation 
Pcv_arb can be obtained by using the core losses density under 
sinusoidal waveform excitation with a frequency of  fsin_eq, as 
shown in (3).

1
cv_arb sin_eq m s( )P k f B f� ��� � � �                       (3)

where Bm is the peak value of AC magnetic flux density, k, α, 
and β are SE parameters of fsin_eq, ∆B is the peak-to-peak value 
of the magnetic flux density,  fs is the excitation frequency of 
the arbitrary waveform.

The voltage excitation waveform and the magnetic flux 
density waveform of the PWM wave with a duty cycle of D 
and a frequency of  fs are shown in Fig. 1, and the magnetic 
flux density B(t) is shown in (4).
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      (4)

The core losses density Pcv_PWM under PWM wave voltage 
excitation can be obtained by combining (2), (3) and (4), as 
shown in (5).
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cv_PWM sin_eq m

π (1 )
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Fig. 1.  Flux density waveform under PWM voltage excitation.
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The sinusoidal wave voltage excitation with frequency fs 
is applied to the magnetic component, and the SE is used for 
the core losses calculation. Then, the PWM wave voltage 
excitation with a frequency fs is applied to the magnetic 
component, and the MSE is used for its core losses calculation. 
When the peak values of the magnetic flux densities of the two 
are equal, the ratio of the core losses densities Pcv_PWM/ Pcv_sin is 
shown in (6).

1
cv_PWM sin_eq m s sin_eq 1

cv_sin s m s
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P k f B f f
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           (6)

where Pcv_sin is the core losses density under sinusoidal wave 
voltage excitation, as shown in (7).

cv_sin s mP k f B� �� � �                             (7)

Thus the core losses density Pcv_PWM under PWM wave 
voltage excitation is shown in (8).
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It can be derived from (8) that the ratio of the core losses 
under PWM wave excitation to that under sinusoidal wave 
excitation is a coefficient related to the duty cycle and the 
coefficient α when the excitation frequency and the peak value 
of the magnetic flux density are equal. Therefore, based on the 
core losses under sinusoidal wave excitation, the core losses 
under PWM wave voltage excitation can be simulated and 
calculated by using the eddy current field solver or the transient 
field solver of Maxwell software.

B. Simulation Process for Core Losses under High-Frequency 
PWM Wave Excitation

The flow chart of simulation scheme for core losses under 
high-frequency PWM voltage excitation is shown in Fig. 2. 
After establishing the simulation physical model, the modified 
Steinmetz parameters k’, α, β and, the AC magnetization curve 
are assigned to the core material, and the copper material is 
assigned to the winding. Either the transient field solver or the 
eddy current field solver can be selected. 

If the transient field solver is chosen, the PWM wave voltage 
excitation is applied to the magnetic component, and the 
magnetic flux density distribution inside the core is obtained. 
The core losses density distribution inside the core is calculated 
by using the field calculator. Finally, the core losses of the 
magnetic component can be obtained by integrating the core 
losses density with the core volume.

If the eddy current field solver is chosen, the sinusoidal 
wave voltage excitation is applied to the magnetic component. 

Then, the distribution of magnetic flux density peak inside 
the core can be directly obtained, and thus the core losses of 
magnetic components can be directly obtained. However, the 
sinusoidal wave voltage excitation can only be applied in the 
eddy current field solver. Therefore, it is necessary to determine 
the corresponding relationship between the sinusoidal-wave 
excitation voltage amplitude and the PWM excitation voltage 
amplitude, in order to ensure that the magnetic flux density 
amplitude of the two excitations is equal. 

The relationships of the sinusoidal wave voltage amplitude 
Um_sin, the peak-to-peak value of the PWM-wave voltage Upp_PWM 
and the peak value of the magnetic flux density are shown in (9).
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               (9)

If the core and winding turns of the magnetic component 
are the same, and the excitation frequency and the peak value 
of the magnetic flux density are also the same, the relationship 
between Um_sin and Upp_PWM is shown in (10).
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                    (10)

C. Measurement of Magnetic Properties of Core Materials

As can be seen from Fig. 2, the accurate measurement of 
the magnetic properties of core material is the basis for the 
FE analysis and calculation of the core losses of magnetic 
components. This includes the measurement of the AC 
magnetization curve and the core losses under sinusoidal wave 
excitation. 

In general, a magnetic ring with a relatively small ratio of 
outer diameter to inner diameter is used as the device under 
test (DUT) to obtain the magnetic properties of core material. 
In this paper, ferrite (TPG33B) is taken as the research object, 
and the ferrite T22 magnetic ring is employed to acquire 
the magnetic properties of core material. Its dimensional 
parameters are presented in Table I, and the effective 

Start

Assign materials to the model:  assign the magnetic material with an  the 

modified Steinmetz parameters k’, α, β and the AC magnetization curve 

to the core material; assign the copper material to the winding

Establish a simulation physical model

Apply a sinusoidal voltage 

excitation with a frequency of fs

Apply a PWM voltage 

excitation with a frequency of fs

Export the distribution of the peak magnetic flux density, 

and use the field calculator to obtain the distribution of 

the core loss density of the magnetic core.

Obtain the core loss Pcore  of the  magnetic core 

eddy current field
eddy current field\transient field

transient field

Fig. 2.  Flow chart of core losses simulation for high-frequency PWM voltage 
excitation.
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parameters Ae, le, and Ve are calculated with (11), and the 
specimen under test is shown in Fig. 3. 

(11)
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The large-signal AC method is usually used to measure the 
AC magnetization curve and core losses under sinusoidal wave 
excitation. The measurement principle is shown in Fig. 4. In the 
figure, the capacitor C is a DC-blocking capacitor. The DUT is 
wound with a double-winding. A large-signal AC excitation is 
applied to the DUT. The induced voltage u(t) of the secondary 
side and the exciting current i(t) of the primary side of DUT 
are sampled. According to Faraday’s law of electromagnetic 
induction and Ampere’s circuital law, the magnetic flux density 
B(t) and the magnetic field intensity H(t) are shown in (12).
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where Ae is the effective cross-sectional area, le is the effective 
magnetic path length, N is the winding turns, T is the period.

The hysteresis loop can be drawn according to (12). Connec-
ting the peak points of the hysteresis loops excited by different 
voltages amplitudes yields the AC magnetization curve. 
Meanwhile, the product of the exciting current i(t) and the 
induced voltage u(t) is integrated over one period to obtain the 
core losses Pcore, as shown in (13).
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The magnetization curve of the ferrite TPG33B under 100 
kHz sinusoidal wave voltage excitation is shown in Fig. 5(a). 
The mathematical model of the magnetization curve Bm(H) is 
shown in (14).
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( / )
1 ( / )

H H
H H�

2�

2�
                 (14)

where Bs, H0, and β2 are the parameters related to the core 
material, and these are obtained by the least squares method as 
shown in Table II.

The core losses under sinusoidal wave voltages excitation 
whose frequency range is from 50 kHz to 150 kHz are shown 
in Fig. 5(b). The mathematical model of the core losses density 
Pcv(Bm) is shown in (15).

 � �cv m mP B k f B� �� � �                          (15)

where k, α, and β are the parameters related to the core 

TABLE I
Size Parameters of Ferrite (TPG33B) T22 Standard Magnetic Ring

parameter value parameter value 

OD (mm) 21.99 Ae (mm2) 40.02 
ID (mm) 14.05 Ve (mm3) 2265.5 
h (mm) 10.08 N (number of turns) 6 
le (mm) 56 L (μH) 112.7 

Fig. 3.  Ferrite (TPG33B) T22 magnetic ring.
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Fig. 4.  Schematic diagram of the measurement principle of the large-signal 
AC method. (a) Equivalent circuit diagram. (b) Current and voltage vector 
diagram.
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Fig. 5.  Magnetic characteristic curves of ferrite (TPG33B) T22. (a) AC 
magnetization curve. (b) Core loss under sinusoidal wave excitation.
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material, and these are obtained by the least squares method as 
shown in Table II.

III. Error Analysis of Core Losses Calculation for 
High-Frequency PWM Wave Excitation

There are mainly three errors of core losses calculation 
under PWM wave voltage excitation by using FE software 
Maxwell: the measurement error of magnetic characteristics 
of core material, the error of core losses mathematical model, 
and the error caused by applying different types of excitation 
sources. 

A. The Measurement Error of Magnetic Characteristics of 
Core Material

The magnetic ring with a relatively small outer-to-inner 
diameter ratio is usually used as DUT to obtain the magnetic 
characteristics of core materials. It is assumed that the magnetic 
flux density inside the magnetic ring is uniformly distributed 
and is equal to the magnetic flux density at the effective 
magnetic path length. However, in reality, the magnetic 
flux density distribution inside the magnetic ring is non-
uniform, which will thus lead to the magnetic characteristics 
measurement error of the core material.

In this paper, the T22 magnetic ring is used to obtain the 
magnetic characteristics of core material, and the ratio of its 
outer diameter to inner diameter is 1.57. If the magnetic flux 
density inside the magnetic ring is uniformly distributed and 
is equal to the magnetic flux density at the effective magnetic 
path length, then the magnetic field intensity Hm, magnetic 
flux density Bm_ideal inside the core and core losses Pcore_ideal are  
shown in (16).

(16)

 

2

2

pk

m

m 0
m_ideal s

m 0

core _ ideal m_ideal

( / )

1 ( / )

e

e

N I
H

l
H HB B

H H
P k f B V

�

�

� �

��
��

�
�
� � �� �
�
� � � � ��

where Ipk is the current peak value. f is exciting frequency, with 
a value of 100 kHz. Bs, H0, β2, k, α, and β are shown in 
TABLE II.

If the magnetic flux density distribution inside the core is 
non-uniform, then the core losses Pcore_Integ is shown in (17).
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where r1 is the outer diameter of the T22 magnetic ring, r2 is 
the inner diameter of the T22 magnetic ring. Therefore, the 
relative error which is caused by using the T22 to measure the 
magnetic characteristics of core material is as shown in (18).
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The relative measurement error curve e is plotted according 
to (16), (17) and (18), as shown in Fig. 6. It can be seen from 
the figure that the curves of Pcore_ideal and Pcore_Integ coincide, and 
the maximum relative error between the two curves is only 
5.46%. Therefore, the magnetic characteristics of core material 
can be accurately obtained by using the magnetic ring T22.

B. Error of the Mathematical Model for Core Losses

In the transient field solver,  the instantaneous value of the 
core losses is obtained using the equivalent elliptical loop 
(EEL) model [17] which is based on the parameters k, α, and β 
of the SE equation, as shown in (19).
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The MSE is proposed for core losses simulation in this 
paper. Taking the ferrite T22 magnetic ring as the research 
object, the calculation errors of the two methods are analyzed. 
The core losses under PWM wave voltage excitation are 
calculated using the MSE and the EEL model respectively, 
and the exciting frequency is set to 100 kHz. After that, the 
calculation results are compared with the measured value of 

TABLE II
Magnetic Characteristic Parameters of Ferrite (TPG33B) T22

parameter value parameter value 

Bs 1.16653 k 0.07691 

H0 100.53436 α 1.70366 

β2 1.43403 β 2.75142 
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Fig. 6.  Relationship diagram between core loss calculation error and magnetic 
flux density.
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core losses, as shown in Fig. 7. It can be seen from the figure 
that under different duty cycles, the calculation error of core 
losses by using the MSE model is smaller than that of the EEL 
model. Therefore, the simulation scheme which is by using the 
MSE model is proposed to analyze the core losses under PWM 
wave voltage excitation in this paper.

Furthermore, the simulation results of EEL are compared 
with these of the proposed scheme, as shown in Fig. 7. The 
conclusion is consistent with the calculated conclusion. And 
the maximum absolute error for the magnetic ring in Fig. 7 is 
0.26 W, corresponding to a relative error of 8.36%.

C. Errors of Different Excitation Types

In the FE software Maxwell, the voltage excitation can be 
applied to magnetic components, or the corresponding current 
excitation can also be applied. Due to the differences between 
the ways of applying the two types of excitations, the FE 
calculation processes of the two will result in calculation errors.

Taking the T22 magnetic ring as the research object, the 
error caused by different excitation types is analyzed. The 
core and winding of the magnetic component which is wound 
with T22 magnetic ring have a planar symmetric structure. 
Therefore, the three-dimensional model can be simplified into a 
two-dimensional model for simulation. Using the xoy plane as 
the cross-section, the simulation physical model is established 
in rectangular coordinate system, as shown in Fig. 8. 

The transient field solver is selected. The sinusoidal voltage 
excitation with a frequency of 100 kHz and an amplitude of 30 
V, or the sinusoidal current excitation with an amplitude of 0.31 
A is applied to the magnetic component. The corresponding 
magnetic flux density peaks are both 0.2 T. The voltage and 
current waveforms on the magnetic component, as well as the 
instantaneous value of core losses, are shown in Fig. 9.

From Fig. 9, when the sinusoidal excitation voltage is app-
lied to the magnetic component, the instantaneous values of 
the excitation current and the core losses are close to sinusoidal 

waves, which is consistent with the actual waveform. However, 
when the sinusoidal current excitation is applied to the mag-
netic component, there are depression phenomena at the peak 
of the excitation voltage and the instantaneous value of the 
core losses, which is inconsistent with the actual waveform. 
This is because the magnetic permeability of the core material 
has non-linear properties, resulting in differences during the FE 
analysis process for different excitation types.

In addition to the influence of different excitation types 
on the exciting waveform and core losses of magnetic ring, 
different excitation types also have different effects on mag-
netic components with air gap. When the core is of the EE type 
or RQ type and the magnetic component is wound by splicing 
two halves, there is usually an installation air gap lg. This 
installation air gap is difficult to measure accurately and affects 
the core losses. When a voltage excitation u(t) is applied to the 
magnetic component, the magnetic flux density B(t) inside the 
core can be obtained with (20).
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When a current excitation i(t) is applied to the magnetic 
component, the magnetomotive force and the magnetic 
potential drop in the air gap satisfy the ampere-turn balance, 
then the magnetic flux density B(t) inside the core can be 
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Fig. 7.  Core loss of ferrite (TPG33B) T22 magnetic ring under PWM excita-
tion at different duty cycles. (a) Duty = 0.5. (b) Duty = 0.4. (C) Duty = 0.3.
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Fig. 9.  Waveform diagram of excitation voltage, current and loss in transient 
field simulation. (a) Voltage and current of the core winding under voltage 
excitation. (b) Voltage and current of the core winding under current excitation. 
(c) Simulation diagrams of instantaneous core loss under voltage excitation or 
current excitation.
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obtained with (21).
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From (20) and (21), when the voltage excitation is applied 
to the magnetic component, the magnetic flux density 
distribution inside the core is independent of the air gap. 
However, when the current excitation is applied, the magnetic 
flux density distribution in the core is closely related to the air 
gap. Therefore, voltage excitation can effectively avoid the 
magnetic flux density distribution calculation error caused by 
the air gap, thereby reducing the core losses calculation error.

When a sinusoidal voltage excitation is applied to DUT, as 
shown in (22).

 ( ) cos( )m ku t U t� �� �                         (22)

where φk is the initial phase, and its range is from -90° to + 90°. 
The R-L series equivalent circuit of the magnetic component 

is shown in Fig. 10. The Kirchhoff voltage circuit equation can 
be obtained, as shown in (23).
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where Ltest is the equivalent inductance of the DUT, Rtest is the 
equivalent resistance of the DUT.

The excitation current which will not experience sudden 
changes can be obtained with (24).
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where τ is time constant. When the time approaches ∞, the 
current becomes stable. In practice, when the time reaches 
5τ (at the millisecond level), the current becomes stable. 
However, when the difference between φk and φ is 90°, there is 
no transient process in the circuit.

In the transient field solver of FE software Maxwell, voltage 
excitations with different initial phases are applied to the 
magnetic component (as shown in Fig. 8), and the excitation 
voltage and current waveforms are shown in Fig. 11. When 

the initial phase is 0, the circuit quickly reaches a steady state; 
when the initial phase is 90°, there is an initial DC bias current 
and the current does not reach a stable state. Therefore, when 
the initial phase of the cosine voltage excitation is zero, the 
calculation time can be effectively saved. 

In conclusion, when the core losses of magnetic components 
are calculated using the FE software Maxwell, a sinusoidal 
wave voltage excitation with an initial phase of zero should 
be applied to the magnetic components. In other words, 
the voltage excitation should be applied to the magnetic 
components, and initial state of the circuit should be zero in 
order that the stable state is reached in advance.

IV.Accuracy Verification of the Core Losses 
Simulation Scheme

In this section, the EE41 type core is taken as the research 
object. Based on the magnetic characteristics of the core 
material obtained from the ferrite T22 magnetic ring, the 
proposed simulation scheme for core losses is used to analyze 
the core losses under PWM wave voltage excitation. The simula-
tion results are then compared with the measured values of the 
core losses to verify the feasibility and calculation accuracy of 
the scheme.

A. Core Losses Measurement Under PWM Wave Voltage Exci-
tation

The equivalent circuit model of the magnetic component 
is shown in Fig. 4(a). When the large-signal AC method is 
utilized for core losses measurement under PWM wave voltage 
excitation, the waveforms of iL, icore, and im are shown in Fig. 
12. ∆t is the delay between the sampled voltage and current, 
and the relative measurement error δ is shown in (25).
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ΔΔ I tP

P D D I T
�

�
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� � � �                (25)

where Im_pp is the peak to peak of im, Icore_pp is the peak to peak 
of icore, as shown in (24).
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Fig. 10.  Equivalent circuit diagram of the core series model.
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Fig. 11.  Voltage and current waveforms in transient field simulation with 
different initial phases. (a) φk = 0°. (b) φk = 90°.
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where U2pp is the peak-to-peak value of the exciting voltage.
By combining (25) and (26), the relative measurement error 

is shown in (27).

 rec_corecore

core sin_ core

tan     Δ
RP

P R
� � ���� � � �

Δ
                   (27)

where θ is the impedance angle of the magnetic component. 
Rrec_core is the equivalent resistance of the core losses under 
PWM wave voltage excitation. Rsin_core is the equivalent 
resistance of the core losses under sinusoidal wave voltage 
excitation. When the impedance angle θ is close to 90°, a tiny 
delay will lead to a very large measurement error. When the 
excitation frequency and magnetic flux density are the same, 
and the duty cycle is greater than 0.282 as known from (5), 
the measurement error of PWM voltage excitation is greater 
than that of sinusoidal wave excitation. In addition, the PWM 
wave voltage has a steep rising edge and contains high-order 
harmonics, so the measurement error is further increased.

Therefore, the DC power method is utilized to measure the 
core losses under high-frequency PWM wave excitation in 
this paper. The measurement principle of DC power method is 
shown in Fig. 13(a). The DC voltage source is converted into 
a PWM wave voltage through the inverter circuit and applied 
to the magnetic component. The magnetic component losses 
PL can be obtained by subtracting the inverter circuit losses Pex 
from the output power Pin of the DC voltage source, as shown 
in (28).

 L in ex

in in in

P P P
P U I
� ��

� � ��  
                              (28)

where Iin is the DC component of the input current iin, Uin is the 
input voltage.

A multimeter is only utilized to measure the DC components 
of the input voltage and input current to obtain the magnetic 
component losses by the DC power method. It avoids the 
problem that the measurement accuracy of the large-signal 
AC method is sensitive to delay errors. In [14], based on the 
optimized design to minimize the inverter circuit losses Pex, 
the air-core inductor is utilized to calibrate Pex to improve the 

measurement accuracy of the DC power method. [18] proposes 
a separation scheme for core losses and winding loss of PWM 
wave excitation based on the DC power method. The system 
diagram and the inverter board’s PCB layout (top view) of the 
DC power method are shown in Fig. 13(b) and (c).

B. Verification of the Simulation Accuracy of Core losses Un-
der PWM Wave Voltage Excitation

The dimensions of the EE41 core and the wound specimen 
are shown in Fig. 14(a). The EE-type core has structural 
symmetry, so the three-dimensional model can be simplified to 
a two-dimensional model for simulation. The established two-
dimensional simulation physical model is shown in Fig. 14 
(b). The Polyline in the figure is a line drawn for analyzing the 
magnetic flux density inside the core.

The PWM wave voltage excitation (with a frequency of 
100 kHz, a duty cycle of 0.5, and voltage amplitudes of 30 V 
and 70 V respectively) is applied to the magnetic component. 
The distribution of its magnetic flux density peak is shown 
in Fig. 15. The distribution of the magnetic flux density in 
the EE-shaped core is uneven, with relatively large magnetic 
flux density at the inner corners of the magnetic column and 
relatively small magnetic flux density at the outer corners. The 
span of the magnetic flux density distribution and the core 
losses density of the EE-shaped core is wide. 
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measurement schematic diagram. (b) System diagram. (c) The inverter board’s 
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The distribution of the magnetic flux density peak on the 
Polyline is shown in Fig. 16. The span of the distribution of 
the magnetic flux density peak is from 0 T to 0.5 T, and its 
distribution is complex. A comparison between the simulation 
results and measurements of the core losses of the EE-shaped 
core is shown in Fig. 17. The abscissa in the figure represents 
the amplitude of the excitation voltage. It can be seen from 
the figure that the simulation results and measurements of the 
core losses at different duty cycles are basically in agreement. 
When the amplitude of the excitation voltage is relatively 
large, the absolute error is relatively large. This is because the 
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Fig. 14.  Parameters of ferrite (TPG33B) EE-shaped core. (a) Dimensions of 
ferrite (TPG33B) EE-shaped core. (b) Two-dimensional simulation model of 
ferrite (TPG33B) EE-shaped core.
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Fig. 15.  Field distribution diagram of ferrite (TPG33B) EE core. (a) Peak 
distribution of magnetic flux density (excitation voltage: 70 V). (b) Peak 
distribution of magnetic flux density (excitation voltage: 30 V). (c) Distribution 
of core loss density (excitation voltage: 70 V). (d) Distribution of core loss 
density (excitation voltage: 30 V).

distribution range of the magnetic flux density is too wide, and 
the mathematical model of the core losses density for a wide 
range of magnetic flux densities needs to be further improved. 

V. Conclusion
By using FE software Ansys Maxwell, this paper proposes 

a simulation scheme for core losses calculation of magnetic 
components with different core structures in power converters. 
The core losses model under PWM wave voltage excitation is 
derived based on MSE, and it is equal to the core losses under 
sinusoidal wave voltage excitation multiplied by a coefficient 
which relates to duty cycle and the SE coefficient α. Therefore, 
based on the core losses under sinusoidal wave voltage 
excitation, either the transient field solver or the eddy current 
field solver of FE software Ansys Maxwell can be selected for 
core losses simulation. 

The magnetic properties of core material serve as basis for 
accurate core losses simulation. The large-signal AC method 
is used for magnetic properties measurement of core materials 
under sinusoidal wave voltage excitation. The measurement 
and modeling of AC magnetization curves and core losses 
of ferrite (TPG33B) are obtained with magnetic ring T22. 
Furthermore, the main simulation error sources are analyzed. 
The magnetic property measurement error is due to the uneven 
distribution of magnetic flux density inside the magnetic ring. 
An accurate core losses model ensures the accuracy of core 
losses simulation. For the core losses of PWM wave voltage 
excitation, the EEL model which is the software’s built-in 
core losses model has poorer accuracy than MSE. The FE 
calculation processes of different excitation types will result 
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in calculation errors. The voltage excitation with an initial 
phase of zero, when initial value of the exciting current is zero, 
should be applied to the magnetic components.

The large-signal AC method which is used for core losses 
measurement under PWM wave excitation is widely inaccurate. 
Therefore, the core losses simulation results are compared 
with measurement results with DC power method, and the 
comparison results validated the practicability and accuracy 
of the proposed simulation method. The maximum absolute 
error for the EE-shaped magnetic core is only 0.428 W, 
corresponding to a relative error of 5.79%.

However, the span of magnetic flux density distribution in non-
ring core is a wide range (several mT to saturation magnetic flux 
density), and the core losses model of wide range magnetic flux 
density should be further improved.
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Accurate Calculation of Parasitic Capacitance of 
High Frequency Inductors
Jiangtao TU, Kaining FU, Wei CHEN, and Yanhui QIU

Abstract—High-frequency inductors are important devices in 
power converters. The parasitic capacitance not only affects the 
electromagnetic interference suppression effect of filter inductors, 
but also causes efficiency degradation and other problems. In 
order to predict the impedance characteristics of high-frequency 
inductors, this paper proposes a method to accurately calculate 
the parasitic capacitance of inductors. Firstly, the effect of the 
winding structure parameters on the electric field distribution be-
tween adjacent turns is investigated. Then, the calculation method 
is optimized, which can be used to accurately describe the electric 
field distribution. Secondly, the effect of core parasitic capacitance 
on the total capacitance is further investigated. Finally, a calcu-
lation method for the parasitic capacitance of high-frequency in-
ductors is established. In the experiments, the impedance test and 
finite element simulation are used as references to compare the 
calculation results. The maximum calculation error is only within 
5.05%, which verifies the validity and accuracy of the proposed 
calculation method. 

Index Terms—Electric field distribution, finite element simula-
tion, inductors, parasitic capacitance.

I. Introduction

WITH the increasing switching frequency, the elec-
tromagnetic parameters design of magnetic components 

has become a major bottleneck limiting the power converter 
to further increase the switching frequency and power density 
[1]-[2]. This is because the parasitic parameters of magnetic 
components cause high-frequency voltage oscillations, 
which not only lead to higher EMI noise, but also reduce the 
efficiency of the power converter [3]-[4]. More and more 
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researchers are focusing on the high-frequency parasitic 
parameters characterization of magnetic components [5].

As shown in Fig. 1, the high-frequency model of the inductor 
contains the inductance L, the parasitic capacitance CP, and the 
equivalent parallel resistance Rs. It can be found that accurate 
measurement or calculation of the parasitic capacitance CP is 
essential to accurately predict the high-frequency impedance 
characteristics of an inductor. Parasitic capacitance CP contains 
the capacitance inside the winding and the capacitance between 
the winding and the core. In addition, the capacitance inside 
the winding can be categorized into turn-to-turn capacitance 
and layer-to-layer capacitance. In order to optimize the high-
frequency characteristics of inductors at the design level, it is 
necessary to propose an analytical method for theoretically 
calculating the parasitic capacitance of inductors. In [6], a 
theoretical calculation method for parasitic capacitance of 
single-layer winding is presented. Further, a calculation method 
for parasitic capacitance of multilayer winding is presented 
in [7] and used to evaluate the size of parasitic capacitance of 
transformers and EMI chokes [8]-[9]. However, these methods 
do not take into account the effect of the parasitic capacitance 
between the winding and the core on the total capacitance 
[10]. In addition, the application of these techniques is strictly 
limited to the distance between the windings and the core, 
making it difficult to apply them widely [11]. 

Finite element simulations can be used to analyze the 
parasitic parameter characteristics under various complex 
core and winding structures. However, 3D finite element 
simulation suffers from time-consuming and non-convergence 
problems due to large mesh sizes and limitations in computer 
computational resources. As a result, parasitic capacitance is 
difficult to realize fast prediction by simulation [12]-[13]. In 
[14], parasitic capacitance of an inductors can be extracted by 
impedance test. This method cannot be used to predict the size 
of parasitic capacitance at the design stage. [15] proposed a 
method to calculate the turn-to-turn capacitance, but the core 
parasitic capacitance was not studied in depth. This results 
in a large error between the calculated and measured values. 
For inductor design, the parasitic capacitance should be 
reduced as small as possible. Once the winding arrangement 
of the inductor is determined, the parasitic capacitance can 
be accurately calculated by the proposed method. Hence, 
the proposed calculation method can be used to predict the 
parasitic capacitance of the inductor in the design stage.

This paper is organized as follows. In Section II, the 
characteristics of the electric field distribution between adjacent 
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turns of the winding are explored, and the parasitic capacitance of 
the windings are deduced using electromagnetic field equations. 
In Section III, the core parasitic capacitance between winding and 
core is analyzed and calculated. In Section IV, the calculation model 
on the description of electric field is further optimized. In Section V, 
the accuracy of the proposed calculation method is verified by finite 
element method (FEM) simulation and impedance measurement. 
Section VI gives the conclusion of this paper.

II. Parasitic Capacitance Model of Winding
As illustrated in Fig. 1, the impedance characteristics of the 

inductor exhibit capacitive impedance after the resonance point 
due to the presence of parasitic capacitance. For better and 
clearer understanding the distribution of parasitic capacitance, 
Fig. 2 shows the cross-section view of an inductor with three 
layers of windings. The parasitic capacitance consists of the 
following three components:

1. Turn-to-turn parasitic capacitance in the same layer of the 
winding (Ctt)；

2. Turn-to-turn parasitic capacitance between adjacent layers 
of the winding (Cww)；

3. Parasitic capacitance between winding and core (Ctc).
Both turn-to-turn capacitance Ctt and Cww are determined by 

the winding arrangement. This is because the winding arrange-
ment affects the distribution of electric field lines between 
turns, which in turn affects the size of the parasitic capacitance. 
The parasitic capacitance between the winding and the core is 

affected not only by the area between the winding and the core, 
but also by the dielectric properties of the core material.

Fig. 3 shows the cross-section view of the same layer 
winding, where the windings are densely wound. dc and do are 
the diameter of bare conductors and conductors with insulation 
coatings, respectively. x(θ) is the path of the electric field lines 
through the air. As can be seen in Fig. 3, the electric field lines 
between adjacent turns need to pass through the insulating 
coating and air. Thus, the equivalent parasitic capacitance 
between the adjacent turns of conductor consists of an 
insulating coating capacitance and an air capacitance connected 
in series.

A. Capacitance of Insulation Coating

The unit of insulation coating is shown in Fig. 4, where r 
is the radius of the bare conductor. The capacitance can be 
expressed as:

 dSdC
x

��                                      (1)

Then, the capacitance of the insulation coating can be 
expressed as:

 0 r

2
rdC d dl

dr
� � ��                                 (2)

where εr is the relative permittivity of the insulation material.
Combined with (2) and the relevant parameters shown in 

Fig. 3 and Fig. 4, the capacitance of insulation coatings can be 
further expressed as：
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Fig. 1.  Equivalent circuit of inductor.
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Then, the insulation capacitance can be further simplified as:

 ttc 0 r t

o
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2 ln

dC l
dd

d

� �
�

�
                                  (4)

B. Air Capacitance

As shown in Fig. 3, assuming that the path of electric field 
lines in the air is a straight line, the length of the electric field 
lines at angle θ, x(θ), can be expressed as:

o( ) (1 cos )x d� �� �                              (5)

Combined with (1) and (5), the air capacitance can be 
expressed as:
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                       (6)

C. Total Capacitance Between Turn-to-Turn

Since the air capacitance dCg and the insulation capacitance 
dCttc are in series connection, the total capacitance between 
turn-to-turn can be calculated. Combining (4) and (6), the turn-
to-turn capacitance at angle θ, can be given as:
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Based on (7), the turn-to-turn capacitance Ctt can be further 
calculated as:
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where the capacitance Ctt is determined not only by the 
structure parameters but also by the integration range.

Fig. 5 shows the capacitance value at different angles θ, 
including air capacitance, insulation capacitance, and turn-to-

turn capacitance. The insulation capacitance remains constant 
at different θ. Air capacitance Cg is changed versus angel 
θ. According to (8), the turn-to-turn capacitance Ctt is also 
changed versus angel.

Since the air capacitance in the range of [30°, 90°] is smaller 
than that in the range of [0°, 30°], the integration range [0°, 
30°] is chosen to calculate the capacitance [15].

In order to show the influence of integration range on 
calculation results, an example is given as following: do=0.3 
mm, dc=0.34 mm, lt=47 mm. The 3D FEM simulation result 
is used as a reference (The simulated capacitance is 4.6782 
pF). For the integration range used in [15], i.e., [0°, 30°], the 
calculated result is 3.4489 pF, resulting in 26.28% relative 
error. If the integration range is further extended to [0°, 90°], 
the calculation result is 4.4654 pF, and the corresponding 
relative error is reduced to 4.549%.

III. Parasitic Capacitance Between Winding and Core
As shown in Fig. 6, there are parasitic capacitances Ctc 

between the winding and the core. If the winding is wound 
directly on the core without the use of a bobbin, the parasitic 
capacitance Ctc and the turn-to-turn capacitance Ctt satisfy: 
Ctc=2Ctt. However, this assumption can only be applied 
to magnetic components without bobbin, such as toroidal 
inductors, and does not apply to magnetic components with 
bobbins such as EE, EI, and PQ type cores.

Since the winding is wound on a bobbin, the parasitic 
capacitance between the winding and the core should consider 
the dielectric effect due to the bobbin. In addition, the presence 
of bobbin makes the windings to be located at different 
distances from the core center columns, side columns, and 
yoke. These factors cause the parasitic capacitance Ctc and 
the winding turn-to-turn capacitance Ctt no longer meet the 
requirements: Ctc=2Ctt.

In order to accurately calculate the parasitic capacitance Ctc, 
a sub-area calculation method is used. As shown in Fig. 7, the 
parasitic capacitance between the winding and the core can be 
calculated in three parts:

1. Capacitance between the winding and the core center 
column (Ccw1)；

2. Capacitance between the winding and the core side 
column (Ccw2)；

3. Capacitance between the winding and the yoke (Ccw3).
The total capacitance Ccw between the core and the winding 

consists of three parts, Ccw1, Ccw2, and Ccw3, which can be 
expressed as:

Fig. 5.  Capacitance microelement value distribution.
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 cw cw1 cw1 cw2 cw2 cw3 cw3=C k C k C k C� � � � �               (9)

where kcw1, kcw2 and kcw3 are the normalization factors for the 
capacitance of each part.

In order to calculate the parasitic capacitance between each 
part of the core and the winding, the type of core should be 
considered in detail. The calculation can be done using the 
parallel plate capacitance formula and the coaxial cylindrical 
capacitance formula, respectively. They can be expressed as:

 

cw1,cw2,cw3
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ln(1 )

x x

x

x x

x
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h r
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C h
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=     (10)

where ε0 is the vacuum permittivity constant, εx is the relative 
permittivity of the material, hx and rx are the height and radius, 
respectively. dx is the distance between two plates or coaxial 
cylindrical plates, and αx is the weighting factor. 

There are two factors that require attention: one is the 
selection of capacitance formula, and the other is the 
determination of weighting factor αcw2. For the first factor, the 
structure type of magnetic core should be considered. For the 
inductor with an EE core, the calculation formula for parasitic 
capacitance should be chosen as the parallel plate capacitance 
formula. For the inductor with a PQ core, the calculation 
formula for parasitic capacitance should be chosen as the 
coaxial cylindrical capacitance formula.

For the second factor, the weight factor αcw2 should be 
determined according to type of magnetic core. For PQ-type 
inductors, the degree of side column enclosure to the windings 
can be represented by αcw2 = 1/2. For pot-type inductors, it can 
be represented by αcw2 = 8/9. For the EE-type inductor, it can 
be represented by αcw2 = 1. 

Since the research object is the PQ core, the coaxial 
cylindrical capacitance formula was chosen for the calculation of 
the structural capacitance between the winding and core. Fig. 8 
shows the identification of the structural parameters for 
the quantitative calculation of the capacitance between the 
windings and the core.

A. Calculation of Ccw1

This part of capacitance refers to the capacitance between 
the innermost winding and the center column of the core. The 
dielectric material of the capacitance Ccw1 is composed by air 
and bobbin. The relevant parameters can be calculated by the 
following equation:

                      (11)

where εcw1 is the relative permittivity of the composite dielectric 
made up of the air and the bobbin. 

The capacitance Ccw1 can be calculated by substituting (11) 
into (10).

B. Calculation of Ccw2

This part of capacitance is between the outermost winding 
and the core side column. As the number of winding layers 
p increases, the outer radius r3 of the winding gradually 
increases, resulting in Ccw2 becoming non-negligible part of the 
core capacitance. The relevant parameters can be obtained by 
the following equations:

�
�
�
�
�
�
�

                       (12)

where εcw2 is the relative permittivity of the composite dielectric 
formed by air and insulation tape. 

Fig. 7.  Capacitance distribution between winding and core.
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The weighting factor αcw2 in (10) depends on the degree of 
enclosure of the winding by the side column.

For most cores, the side columns are partially surrounded 
by the winding, rather than the entire 360° circumference of 
the winding. Fig. 9 shows an inductor with a PQ magnetic 
core, where the single side column enclosing the winding at an 
angle of 90°. Thus, the entire core side column surrounds the 
winding by 50%. For other types of cores, the weighting factor 
αcw2 need to be determined for specific structures. The parasitic 
capacitance Ccw2 can be calculated by substituting (12) into (10).

C. Calculation of Ccw3

The capacitance Ccw3 consists of winding to the top and 
bottom yokes, respectively. It increases with the number 
of winding layers p and the wire diameter do. The relevant 
parameters can be calculated by:

c w o
cw3

a b cw3
cw3

c w
a v b v

= +
2 2

( )
2 2

h h dd

d
h h
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� � � �

�
� � �

�
�
�
�
�
�
�

                  (13)

where εcw3 is the relative permittivity of the composite dielectric 
consisting of air and the bobbin. The parasitic capacitance 
Ccw3 between the yoke and the winding can be calculated by 
substituting (13) into (10).

D. Normalization Factors kcw1, kcw2, kcw3

When the leakage inductance is far smaller than the 
magnetizing inductance, the potential distribution of the winding 
can be regarded as linearly distributed along the height direction. 
The calculation process of Ccw1 will be taken as an example. As 
shown in Fig. 10, the potential difference between the winding 
and the core at one terminal is UD1 and the potential difference 
between the winding and the core at the other end is UD2, then the 
total energy stored in this capacitance can be expressed as:

 2 2
D1 D2D1 D2( )

6
xCW U U U U� � �                  (14)

The energy stored on the parasitic capacitances Ccw1, Ccw2 
and Ccw3 between each part of the core and the winding can be 
calculated according to (14), respectively:
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where p is the number of winding layers and Ut is the voltage 
drop of the innermost layer.

The energy stored in the parasitic capacitance between each 
part of the core and the winding can be expressed as:

               (16)

The Normalization factors kcw1, kcw2, kcw3 can be derived from 
(15) and (16):
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where kU is the core potential factor, which will be analyzed in 
the following.

Fig. 9.  PQ2625 inductor overhead view.
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E. Core Potential Coefficient

In order to calculate the stored electric energy in the core, 
the core potential should be solved. As shown in Fig. 11, 
the potential of each turn of the winding are provided. The 
calculation of center column capacitance, Ccw1, is used as an 
example. The potentials of the first and last turns of the first 
layer of the winding are U1 and UT, respectively. The potential 
at the height y of the innermost layer is given by:

 
1 T 1

w
( )y

yU U U U
h

� � �                          (18)

The capacitance between the winding and the core at the 
height y is:

                     (19)

Therefore, the displacement current i1 flowing through the 
core from the innermost layer is:

 w 1 t c
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Similarly, the displacement currents i2, i31 and i32 flowing 
through the rest part of the core can be calculated as:
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According to KCL law, the displacement current i1, i2, i31 and 

Fig. 11.  System equivalent circuits for cores and winding.
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According to (18)-(22), the core potential Uc can be solved as:

 cw1 cw 2 cw3
c 1 t

cw1 cw 2 cw3

(2 1) 2
2 2 4

C p C pCU U U
C C C
� � �

� �
� �

         (23)

Based on (18)-(23), the core potential coefficient kU in (17) 
is calculated as:
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                (24)

By calculating the parasitic capacitance and normalization 
factors between each part of the core and the winding and 
applying (9), the total capacitance Ccw between the core and the 
winding can be obtained.

As shown in Fig. 12, since the parasitic capacitance Ccw and 
Cww are gauged to the input terminals of the inductor, the parasitic 
capacitance Ccw and Cww are in parallel. The total parasitic 
capacitance CP of the inductor satisfies the following relationship:

 P cw wwC C C� �                                 (25)

IV. The Effect of Electric Field Path

A. Type of Electric Field Line Model

The electric field distribution between adjacent turns affects 
the size of the parasitic capacitance. As shown in Fig. 3, the 
existing calculation method of turn-to-turn capacitance uses a 
straight line to represent electric field lines [15]. As shown in 

Fig. 12.  Equivalent circuit of inductor.
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Fig. 13, [16] proposes an electric line model for capacitance 
calculations assuming that the electric field line extend in the 
radial direction right up to the surfaces of adjacent turn.

According to geometric analysis, the expression for the path 
length of this model can be derived as:

 2
r o

3 1( ) cos cos
4 2

x d� � �� � � �                (26)

Fig. 14 shows the distribution of the electric field lines 
between adjacent turns. It can be noticed that the electric field 
line is not a straight line but an arc. 

Comparing Figs. 13 and 14, it is clear that the simulated 
electric field line profiles are quite different from the straight-
line assumption as well as the radial-extension assumption. 
Therefore, the expression in (5) and (26) cannot accurately 
characterize the electric field distribution between the adjacent 
turn. Therefore, [17] proposes an arc model to represent the 
distribution of the electric field line, as shown in Fig. 15.

The path length of the electric field lines for the arc model 
can be expressed as:

 o
c

(1 cos )( )
2sin

dx ��
�

�
�                           (27)

However, compared to the simulated electric field lines 
shown in Fig. 14, there is a discrepancy between the arc 
model and the electric field lines, which lead to a large error 
in the calculation of the turn-to-turn capacitance. The detail 
comparisons will be provided in the experimental section. 

The micro-arc model used in this paper is shown in Fig.16, 
and its corresponding expression is:

                          (28)

In order to verify the accuracy of these four electric 

field line models on the results of turn-to-turn capacitance 
calculations, enameled wires, with do=0.34 mm, dc=0.3 mm, 
are used as the study object for capacitance calculations. The 
calculation results are shown in Fig. 17. It can find that the 
radial extension of electric field line model is only applicable 
for 0° ≤ θ ≤ 30°. This is because when θ ＞ 30°, the electric 
field lines extend to infinity. The air capacitance only has a 
value at 0° ≤ θ ≤ 30°. However, compared to the simulation 
results shown in Fig. 14, there are electric field lines at 30° ＜
θ ≤ 90°. This leads to a large deviation.

For the arc model, it is significantly different from the other 
three model in the range 0°≤θ≤90°. The difference between 
parasitic capacitance calculated by using straight line model 
and micro-arc model is tiny in the range of 0° ＜ θ ≤ 90°, 
and the accuracy between the two models needs to be further 
analyzed.

Table Ⅰ shows the comparison results of the turn-to-turn 
capacitance. It can be found that the errors in the calculation 
results of the straight-line model and micro-arc model are 

Fig. 14.  Electric field line distribution of adjacent turns.

Fig. 15.  Arc model of electric field line.
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Fig. 17.  Air capacitance calculation with four models.
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COMPARISON OF CALCULATION RESULTS 

Model Calculation/pF  Simulation/pF Relative error /%  

Straight line 4.465 

4.273
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extension Arc 

3.235 24.292 
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5.780

 Micro-arc 4.316 0.996 
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smaller than the those of the other two models, with relative 
errors of 4.49% and 0.99%, respectively. Since the micro-
arc electric field line model represent the electric field line 
distribution between adjacent turns more precisely, the 
calculation error is smaller compared to the use of the straight-
line model.

B. Impact of Integration Domain

For single-layer windings, the domain of integration chosen 
for the calculation of the turn-to-turn capacitance is [-90°, 
90°], which is determined by the actual electric field line 
distribution. For theoretical calculations, the choice of too 
large or too small integration domain will bring large errors to 
the calculation results. For multilayer staggered windings, the 
staggered arrangement of the conductors leads to a change in 
the electric field distribution between adjacent turns compared 
to single-layer windings. Therefore, the selection of the 
integration domain has a significant influence on the accuracy 
of the calculation results.

Fig. 18(a) shows a staggered winding structure, and with the 
corresponding turn-to-turn capacitance distribution shown in 
Fig. 18(b). Fig. 18(c) shows the equivalent circuit for the turn-
to-turn capacitance. 

If the integration domain is the same as that of the single-
layer winding, i.e., [-90°, 90°], the turn-to-turn capacitance 
is 4.465 pF. In order to verify the influence of the integration 
domain on the calculation results, 2D FEM simulation is used 
for the verification as shown in Fig. 18(a). The capacitance C15 
given by simulation is 3.968 pF. The relative error between 
the calculation and the simulation is 12.5%. The error is due to 
the fact that coils numbered #1 and #5 are affected by coil #2, 
which changes the distribution of electric field between coils 
#1 and #5.

To minimize this part of the error, the upper part of the 
integration domain is [0°, 30°], while the lower part of the 
integration domain is [-90°, 0°]. Therefore, when calculating 
the turn-to-turn capacitance between coils #1 and #5, the 
integration domain is chosen as [-90°, 30°].

Based on the above considerations, the calculation result is 
3.9572 pF with a relative error of 0.2611%. Similarly, Table 
Ⅱ gives the capacitance between any two turns. According 
to the equivalent circuit shown in Fig.18(c), the lumped 
capacitance of the winding can be calculated as 6.312 pF. The 
simulation result is 6.299 pF. As a result, the relative error of 
the calculation is only 0.207%. 

If the integral domain [-90°, 90°] is still used in the calculation 
of turn-to-turn capacitance, the lumped capacitance is 7.213 pF, 
which results in a relative error of 12.668%. Therefore, the 
accuracy of the proposed calculation method can be improved 
by 12.461%. The proposed calculation method is applicable 
to any winding arrangement. Hence, the calculation method 
is the same for the inductors with different winding methods. 
Besides, different winding arrangements of inductor can result 
in varying parasitic capacitance, but the calculation method is 
the same.

Based on the above analysis, the selection of the integration 
domain is another key factor that affects the calculation error of 
parasitic capacitance.

V. Experimental Verification
In order to verify the accuracy of the proposed parasitic ca-

pacitance calculation method, an inductor was wound as shown 
in Fig. 19(a) and its detail specifications are listed in Table Ⅲ. 
Fig. 19(b) shows the simulation model of the inductor used to 
validate the proposed calculation method. Combining (2)-(8), 

Fig. 18.  Staggered winding structure. (a) Section view, (b) Turn-to-turn 
capacitance, (c) Equivalent circuit .
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TABLE Ⅱ
Turn-to-Turn Capacitance

Capacitor 

Simulation 

capacitance value 

/pF 

Calculated 

value /pF  

Relative error 

/% 

C12 3.9454 3.9572 0.2991 

C15 3.9675 3.9572 0.2611 

C23 3.9497 3.9572 0.1901 

C24 3.3503 3.4489 2.4991 

C25 3.3486 3.4489 2.5422 

C34 3.9592 3.9572 0.0507 

C45 4.2035 4.1045 2.5093 

Cin 6.2990 6.3120 0.2064 

Fig. 19.  Wire-wound inductor with PQ magnetic core. (a) Prototype, (b) 
Simulation model.

 

     
(a)   (b)   

TABLE Ⅲ
Winding Structure Parameter

Parameter Symbol Unit Value 

Turns n - 36 

Layers p - 1 

Diameter (without 

insulation layer) 

dc mm 0.3 

Diameter (with 

insulation layer) 

do mm 0.34 

Length of per turn lt mm 47.2 

J. TU et al.: ACCURATE CALCULATION OF PARASITIC CAPACITANCE OF HIGH FREQUENCY INDUCTORS



228 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 10, NO. 2, JUNE 2025

the turn-to-turn capacitance Ctt can be calculated to be 4.465 pF. 
Further, based on the energy conversion rule, the total winding 
capacitance Cin is calculated to be 0.1276 pF.

Based on the core-related parameters indicated in Fig. 8, 
the core-related parameters are calculated as shown in Table 
Ⅳ, where the weighting factors are αcw1=1, αcw2=0.5, αcw3=1. 
According to (9)-(24), the capacitance Ccw can be calculated as 
0.954 pF. Further, the total parasitic capacitance of the inductor 
can be calculated as 1.082 pF by (25).

Manufactured inductors made of different core materials 
demonstrate different impedance characteristics due to different 
permeability. When the permeability is enough high, it only 
impacts the value of the inductance and it does not influence 
the value of parasitic capacitance. The parasitic capacitance is 
determined by the electric field distribution and is independent 
of the permeability. When the permeability is too low, the 
magnetic flux linkage differs between each turn of the winding 
is different, leading to a variation in the winding’s potential 
distribution. In this case, the permeability affects the value of 
the parasitic capacitance.

In order to verify the analysis, Fig. 20 show the comparison 
results of the impedance characteristics under different 
permeability value. Table V lists the corresponding inductance 
and capacitance values. It can be clearly observed that as 
permeability increases, inductance also increases. The parasitic 
capacitance remains unchanged under different permeability, 
as shown in Fig. 20 and Table V. 

For inductors with or without air gaps, the parasitic 
capacitances of the windings are identical in both cases. The 
inductance of an inductor is determined by the length of 
the air gap. When the permeability is sufficiently high, the 
magnetizing flux is far larger than the leakage flux. This means 
that the flux linkage each turns of the winding is the same. The 
voltage potential distribution across the winding remains linear 
and continuous unaffected by changes in air gap length.

Fig. 21 shows the impedance test platform for the tested 

TABLE Ⅳ
Calculation Parameters for Magnetic Core Related Capacitors 

Parameters Symbol Unit Value 

Radius of central 

column  

r1 mm 6 

Distance from 

center axis to 

winding  

r2 mm 7.35 

Type thickness  δt mm 0.05 

Relative dielectric 

constant of type  

εt - 3 

Core window 

height  

hc mm 20.55 

Relative dielectric 

constant of bobbin 

εb - 3 

Thickness of 

bobbin  

δb mm 0.67 

Radius of winding r3 mm 7.69 

Radius of side 

column  

r4 mm 11 

Skeleton thickness δv mm 1.05 

Winding height  hw mm 12.24 

inductor, where a network analyzer, KEYSIGHT E5080A, 
is used to measure S-parameters and convert them into 
Z-parameters through post-processing. Firstly, the S-parameter 
test is performed under the two-port measurement in the 
frequency range of 100 kHz to 100 MHz. Then the impedance 
characteristic curve versus frequency of the inductor is obtained 
by converting the S-parameter to the Z-parameter. 

The transformed impedance curve of the tested inductor 
is shown in Fig. 22 indicated by red solid line. The simulated 
impedance curve is also shown as green dashed line in Fig. 22. 
It can be found that the simulated parasitic capacitance of the 
inductor calculated from the resonance point location is 1.054 pF. 
As a result, the error between the calculated and simulated 
value is only 2.657%. Similarly, the measured parasitic capaci-
tance is 1.03 pF.

As shown in Fig. 22, the resonant frequency point of the 
measured impedance, simulated impedance and the calculated 

Fig. 20.  Impedance characteristic versus under different permeability.
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TABLE V 
Inductance and Capacitance

Relative 

permeability 
Inductance/mH 

Resonant 

frequency/MHz 
Capacitance/pF 

500 1.955 3.565 1.030 

1000 3.881 2.489 1.054 

2000 7.736 1.754 1.064 

5000 19.305 1.117 1.052 

Fig. 21.  Two-port test of network analyzer.
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impedance agree very well. The calculated results have a 
relative error 5.05% compared the measured results. Due to 
the unavoidable manual winding deviation during the actual 
winding process, the winding structure parameters of the actual 
inductor, such as the distance between the winding and each 
part of the magnetic core, the distance between the winding 
turns, etc., differ from the theoretical calculation results. The 
structure parameters of the simulation model are the same as 
those of the theoretical calculation. Therefore, the deviation 
between simulation and theoretical calculation is smaller than 
the deviation between measurement and theoretical calculation. 
The reason why the measured impedance does not conform 
well with the calculation results in the high frequency range is 
due to the influence of permeability variation with frequency. 
As shown in Fig. 23, it can be observed that when the frequency 
is higher than 1 MHz, the real portion of permeability decreases 
rapidly, leading to significant variations between magnetizing 
flux and leakage flux. Consequently, when the permeability 
is sufficiently low, the potential distribution along each turn 
is influenced by the frequency-dependent permeability. 
This causes parasitic capacitance variations as a function of 
frequency.

The proposed calculation method can be used to quickly 
calculate the parasitic capacitance as the calculation error is still 
within reasonable limits. The FEM simulation results used in 

this paper is to verify the accuracy of the proposed calculation 
method. Compared with the FEM simulation method, the 
proposed calculation method has merit of computational 
efficiency and solution speed. 

In this paper, the influence of temperature on parasitic 
capacitance is neglected. This is because that when the tem-
perature is lower than curie temperature, the permeability 
is larger enough. For this consideration, the flux linkage 
each turn of the winding is the same. Then, the potential 
distribution along each winding can be regarded as linearly 
and continuedly. Hence, the temperature does not affect the 
parasitic capacitance of the inductor.

In summary, the calculation method in this paper can predict 
the parasitic capacitance of inductors more accurately and 
efficiently and guide the optimization of parasitic capacitance.

VI. Conclusion
This paper discusses the theoretical calculation of inductor 

parasitic capacitance. The conclusions are as follows.
1.	The electric filed distribution between adjacent turns de-

termines the value of parasitic capacitance. A proper 
integral line model and integration domain can improve 
the accuracy of parasitic capacitance prediction.

2.	The parasitic capacitance between the magnetic core and 
the winding is divided into several areas to calculate the 
total parasitic capacitance.

3.	Compared with the finite element simulation, the proposed 
calculation method has a faster solving speed, and the 
error between the calculated results and the measured 
results is kept within 5.05%.
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